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Abstract

This paper provides an introduction to the use of empirical process methods in econometrics. These methods can be used to establish the large sample properties of econometric estimators and test statistics. In the first part of the paper, key terminology and results are introduced and discussed heuristically. Applications in the econometrics literature are briefly reviewed. A select set of three classes of applications is discussed in more detail.

The second part of the paper shows how one can verify a key property called stochastic equicontinuity. The paper takes several stochastic equicontinuity results from the probability literature, which rely on entropy conditions of one sort or another, and provides primitive sufficient conditions under which the entropy conditions hold. This yields stochastic equicontinuity results that are readily applicable in a variety of contexts. Examples are provided.

1. Introduction

This paper discusses the use of empirical process methods in econometrics. It begins by defining, and discussing heuristically, empirical processes, weak convergence, and stochastic equicontinuity. The paper then provides a brief review of the use of empirical process methods in the econometrics literature. Their use is primarily in the establishment of the asymptotic distributions of various estimators and test statistics.

Next, the paper discusses three classes of applications of empirical process methods in more detail. The first is the establishment of asymptotic normality of parametric $M$-estimators that are based on non-differentiable criterion functions. This includes least absolute deviations and method of simulated moments estimators, among others. The second is the establishment of asymptotic normality of semiparametric estimators that depend on preliminary nonparametric estimators. This includes weighted least squares estimators of partially linear regression models and semiparametric generalized method of moments estimators of parameters defined by conditional moment restrictions, among others. The third is the establishment of the asymptotic null distributions of several test statistics that apply in the non-standard testing scenario in which a nuisance parameter appears under the alternative hypothesis, but not under the null. Examples of such testing problems include tests of variable relevance in certain nonlinear models, such as models with Box–Cox transformed variables, and tests of cross-sectional constancy in regression models.

As shown in the first part of the paper, the verification of stochastic equicontinuity in a given application is the key step in utilizing empirical process results. The
second part of the paper provides methods for verifying stochastic equicontinuity. Numerous results are available in the probability literature concerning sufficient conditions for stochastic equicontinuity (references are given below). Most of these results rely on some sort of entropy condition. For application to specific estimation and testing problems, such entropy conditions are not sufficiently primitive. The second part of the paper provides an array of primitive conditions under which such entropy conditions hold, and hence, under which stochastic equicontinuity obtains. The primitive conditions considered here include: differentiability conditions, Lipschitz conditions, $L^p$ continuity conditions, Vapnik–Cervonenkis conditions, and combinations thereof. Applications discussed in the first part of the paper are employed to exemplify the use of these primitive conditions.

The empirical process results discussed here apply only to random variables (rv’s) that are independent or $m$-dependent (i.e. independent beyond lags of length $m$). There is a growing literature on empirical processes with more general forms of temporal dependence. See Andrews (1993) for a review of this literature.

The remainder of this paper is organized as follows: Section 2 defines and discusses empirical processes, weak convergence, and stochastic equicontinuity. Section 3 gives a brief review of the use of empirical process methods in the econometrics literature and discusses three classes of applications in more detail. Sections 4 and 5 provide stochastic equicontinuity results of the paper. Section 6 provides a brief conclusion. An Appendix contains proofs of results stated in Sections 4 and 5.

2. Weak convergence and stochastic equicontinuity

We begin by introducing some notation. Let $\{W_{t: t \leq T, T \geq 1}\}$ be a triangular array of $\mathcal{Y}$-valued rv’s defined on a probability space $(\Omega, \mathcal{A}, P)$, where $\mathcal{Y}$ is a (Borel measurable) subset of $\mathbb{R}^k$. For notational simplicity, we abbreviate $W_{t}$ by $W_{t}$ below. Let $\mathcal{F}$ be a pseudometric space with pseudometric $\rho$.\footnote{That is, $\mathcal{F}$ is a metric space except that $\rho(t_1, t_2) = 0$ does not necessarily imply that $t_1 = t_2$. For example, the class of square integrable functions on $[0, 1]$ with $\rho(t_1, t_2) = \left[ \int_0^1 (t_1(w) - t_2(w))^2 \, dw \right]^{1/2}$ is a pseudometric space, but not a metric space. The reason is that if $t_1(w)$ equals $t_2(w)$ for all $w$ except one point, say, then $\rho(t_1, t_2) = 0$, but $t_1 \neq t_2$. In order to handle sets $\mathcal{F}$ that are function spaces of the above type, we allow $\mathcal{F}$ to be a pseudometric space rather than a (more restrictive) metric space.}

\[ \mathcal{M} = \{ m(\cdot, \tau) : \tau \in \mathcal{F} \} \]  

be a class of $\mathbb{R}^k$-valued functions defined on $\mathcal{Y}$ and indexed by $\tau \in \mathcal{F}$. Define an empirical process $\nu_T(\cdot)$ by

\[ \nu_T(\tau) = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \left[ m(W_t, \tau) - \mathbb{E}m(W_t, \tau) \right] \quad \text{for} \quad \tau \in \mathcal{F}, \]  

\[ \nu_T(\tau) = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \left[ m(W_t, \tau) - \mathbb{E}m(W_t, \tau) \right] \quad \text{for} \quad \tau \in \mathcal{F}, \]  

\[ \nu_T(\tau) = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \left[ m(W_t, \tau) - \mathbb{E}m(W_t, \tau) \right] \quad \text{for} \quad \tau \in \mathcal{F}, \]
where \( \sum_{i=1}^{T} \) abbreviates \( \sum_{t=1}^{T} \). The empirical process \( v_T(\cdot) \) is a particular type of stochastic process. If \( \mathcal{F} = [0, 1] \), then \( v_T(\cdot) \) is a stochastic process on \([0, 1]\). For parametric applications of empirical process theory, \( \mathcal{F} \) is usually a subset of \( R^p \). For semiparametric and nonparametric applications, \( \mathcal{F} \) is often a class of functions. In some other applications, such as chi-square diagnostic test applications, \( \mathcal{F} \) is a class of subsets of \( R^p \).

We now define weak convergence of the sequence of empirical processes \( \{v_T(\cdot) ; T \geq 1\} \) to some stochastic process \( v(\cdot) \) indexed by elements \( \tau \) of \( \mathcal{F} \). (\( v(\cdot) \) may or may not be defined on the same probability space \((\Omega, \mathcal{A}, P)\) as \( v_T(\cdot) \) \( \forall T \geq 1 \).) Let \( \Rightarrow \) denote weak convergence of stochastic processes, as defined below. Let \( \rightarrow \) denote convergence in distribution of some sequence of \( v \)'s. Let \( \| \cdot \| \) denote the Euclidean norm. All limits below are taken as \( T \to \infty \).

**Definition of weak convergence**

\[
v_T(\cdot) \Rightarrow v(\cdot) \quad \text{if} \quad E^*f(v_T(\cdot)) \to E_f(v(\cdot)) \quad \forall f \in \mathcal{F}(B(\mathcal{F})),
\]

where \( B(\mathcal{F}) \) is the class of bounded \( R^p \)-valued functions on \( \mathcal{F} \) (which includes all realizations of \( v_T(\cdot) \) and \( v(\cdot) \) by assumption), \( d \) is the uniform metric on \( B(\mathcal{F}) \) (i.e., \( d(b_1, b_2) = \sup_{\tau \in \mathcal{F}} \| b_1(\tau) - b_2(\tau) \| \)), and \( \mathcal{F}(B(\mathcal{F})) \) is the class of all bounded uniformly continuous (with respect to the metric \( d \)) real functions on \( B(\mathcal{F}) \).

In the definition, \( E^* \) denotes outer expectation. Correspondingly, \( P^* \) denotes outer probability below. It is used because it is desirable not to require \( v_T(\cdot) \) to be a measurable random element of the metric space \((B(\mathcal{F}), d)\) with its Borel \( \sigma \)-field, since measurability in this context can be too restrictive. For example, if \((B(\mathcal{F}), d)\) is the space of functions \( D[0, 1] \) with the uniform metric, then the standard empirical distribution function is not measurable with respect to its Borel \( \sigma \)-field. The limit stochastic process \( v(\cdot) \), on the other hand, is sufficiently well-behaved in applications that it is assumed to be measurable in the definition.)

The above definition is due to Hoffman-Jorgensen. It is widely used in the recent probability literature, e.g. see Pollard (1990, Section 9).

Weak convergence is a useful concept for econometrics, because it can be used to establish the asymptotic distributions of estimators and test statistics. Section 3 below illustrates how.

For now, we consider sufficient conditions for weak convergence. In many applications of interest, the limit process \( v(\cdot) \) is (uniformly \( p \)) continuous in \( \tau \) with probability one. In such cases, a property of the sequence of empirical processes \( \{v_T(\cdot) ; T \geq 1\} \), called *stochastic equicontinuity*, is a key member of a set of sufficient conditions for weak convergence. It also is implied by weak convergence (if the limit process \( v(\cdot) \) is as above).
Definition of stochastic equicontinuity

\[ \{v_T(\cdot); T \geq 1\} \text{ is stochastically equicontinuous if } \forall \varepsilon > 0 \text{ and } \eta > 0, \exists \delta > 0 \text{ such that} \]

\[ \lim_{T \to \infty} P \left( \sup_{\tau_1, \tau_2 \in \mathcal{F}, \rho(\tau_1, \tau_2) < \delta} \| v_T(\tau_1) - v_T(\tau_2) \| > \eta \right) < \varepsilon. \quad (2.3) \]

Basically, a sequence of empirical processes \( \{v_T(\cdot); T \geq 1\} \) is stochastically equicontinuous if \( v_T(\cdot) \) is continuous in \( \tau \) uniformly over \( \mathcal{F} \) at least with high probability and for \( T \) large. Thus, stochastic equicontinuity is a probabilistic and asymptotic generalization of the uniform continuity of a function.

The concept of stochastic equicontinuity is quite old and appears in the literature under various guises. For example, it appears in Theorem 8.2 of Billingsley (1968, p. 55), which is attributed to Prohorov (1956), for the case of \( \mathcal{F} = [0, 1] \). Moreover, a non-asymptotic analogue of stochastic equicontinuity arises in the even older literature on the existence of stochastic processes with continuous sample paths.

The concept of stochastic equicontinuity is important for two reasons. First, as mentioned above, stochastic equicontinuity is a key member of a set of sufficient conditions for weak convergence. These conditions are specified immediately below. Second, in many applications it is not necessary to establish a full functional limit (i.e. weak convergence) result to obtain the desired result – it suffices to establish just stochastic equicontinuity. Examples of this are given in Section 3 below.

Sufficient conditions for weak convergence are given in the following widely used result. A proof of the result can be found in Pollard (1990, Section 10) (but the basic result has been around for some time). Recall that a pseudometric space is said to be totally bounded if it can be covered by a finite number of \( \varepsilon \)-balls \( \forall \varepsilon > 0 \). (For example, a subset of Euclidean space is totally bounded if and only if it is bounded.)

**Proposition**

If (i) \( (\mathcal{F}, \rho) \) is a totally bounded pseudometric space, (ii) finite dimensional (fidi) convergence holds: \( \forall \) finite subsets \( (\tau_1, \ldots, \tau_j) \) of \( \mathcal{F} \), \( (v_T(\tau_1), \ldots, v_T(\tau_j))' \) converges in distribution, and (iii) \( \{v_T(\cdot); T \geq 1\} \) is stochastically equicontinuous, then there exists a (Borel-measurable with respect to \( d \) \) \( \mathcal{B}(\mathcal{F}) \)-valued stochastic process \( v(\cdot) \), whose sample paths are uniformly \( \rho \) continuous with probability one, such that \( v_T(\cdot) \Rightarrow v(\cdot) \).

Conversely, if \( v_T(\cdot) \Rightarrow v(\cdot) \) for \( v(\cdot) \) with the properties above and (i) holds, then (ii) and (iii) hold.

Condition (ii) of the proposition typically is verified by applying a multivariate central limit theorem (CLT) (or a univariate CLT coupled with the Cramer–Wold device, see Billingsley (1968)). There are numerous CLTs in the literature that cover different configurations of non-identical distributions and temporal dependence.
Condition (i) of the proposition is straightforward to verify if \( \mathcal{F} \) is a subset of Euclidean space and is typically a by-product of the verification of stochastic equicontinuity in other cases. In consequence, the verification of stochastic equicontinuity is the key step in verifying weak convergence (and, as mentioned above, is often the desired end in its own right). For these reasons, we provide further discussion of the stochastic equicontinuity condition here and we provide methods for verifying it in several sections below.

Two equivalent definitions of stochastic equicontinuity are the following: (i) \( \{v_T(\cdot); T \geq 1\} \) is stochastically equicontinuous if for every sequence of constants \( \{\delta_T\} \) that converges to zero, we have \( \sup_{\rho(\tau_1, \tau_2) < \delta_T} |v_T(\tau_1) - v_T(\tau_2)| \xrightarrow{P^*} 0 \) where \( \xrightarrow{P^*} \) denotes convergence in probability, and (ii) \( \{v_T(\cdot); T \geq 1\} \) is stochastically equicontinuous if for all sequences of random elements \( \{\mathbf{t}_1\} \) and \( \{\mathbf{t}_2\} \) that satisfy \( \rho(\mathbf{t}_1, \mathbf{t}_2) \xrightarrow{D} 0 \), we have \( v_T(\mathbf{t}_1) - v_T(\mathbf{t}_2) \xrightarrow{D} 0 \). The latter characterization of stochastic equicontinuity reflects its use in the semiparametric examples below. Allowing \( \{\mathbf{t}_1\} \) and \( \{\mathbf{t}_2\} \) to be random in the latter characterization is crucial. If only fixed sequences were considered, then the property would be substantially weaker - it would not deliver the result that \( v_T(\mathbf{t}_1) - v_T(\mathbf{t}_2) \xrightarrow{D} 0 \) - and its proof would be substantially simpler - the property would follow directly from Chebyshev's inequality.

To demonstrate the plausibility of the stochastic equicontinuity property, suppose \( \mathcal{H} \) contains only linear functions, i.e. \( \mathcal{H} = \{h; h(w) = w' \xi \text{ for some } \xi \in \mathbb{R}^d\} \) and \( \rho \) is the Euclidean metric. In this simple linear case,

\[
\lim_{T \to \infty} P^* \left[ \sup_{\rho(\tau_1, \tau_2) < \delta} \|v_T(\tau_1) - v_T(\tau_2)\| > \eta \right] = \lim_{T \to \infty} P^* \left[ \sup_{\rho(\tau_1, \tau_2) < \delta} \left| \frac{1}{\sqrt{T}} \sum_{t=1}^T (W_t - EW_t) (\tau_1 - \tau_2) \right| > \eta \right] \leq \lim_{T \to \infty} P^* \left[ \left| \frac{1}{\sqrt{T}} \sum_{t=1}^T (W_t - EW_t) \right| > \eta/\delta \right] < \delta,
\]

where the first inequality holds by the Cauchy–Schwarz inequality and the second inequality holds for \( \delta \) sufficiently small provided \( (1/\sqrt{T}) \sum_{t=1}^T (W_t - EW_t) = O_\rho(1) \). Thus, \( \{v_T(\cdot); T \geq 1\} \) is stochastically equicontinuous in this case if the rv's \( \{W_t; t \leq T, T \geq 1\} \) satisfy an ordinary CLT.

For classes of nonlinear functions, the stochastic equicontinuity property is substantially more difficult to verify than for linear functions. Indeed, it is not difficult to demonstrate that it does not hold for all classes of functions \( \mathcal{H} \). Some restrictions on \( \mathcal{H} \) are necessary – \( \mathcal{H} \) cannot be too complex/large.

To see this, suppose \( \{W_t; t \leq T, T \geq 1\} \) are iid with distribution \( P_1 \) that is absolutely continuous with respect to Lebesgue measure and \( \mathcal{H} \) is the class of indicator
functions of all Borel sets in $\mathcal{W}$. Let $\tau$ denote a Borel set in $\mathcal{W}$ and let $\mathcal{F}$ denote the collection of all such sets. Then, $m(w, \tau) = 1(w \in \tau)$. Take $\rho(\tau_1, \tau_2) = (\int m(w, \tau_1) - m(w, \tau_2))^2 dP(w)^{1/2}$. For any two sets $\tau_1, \tau_2$ in $\mathcal{F}$ that have finite numbers of elements, $v_T(\tau_t) = (1/\sqrt{T}) \sum_{t=1}^T 1(W_t \in \tau_t)$ and $\rho(\tau_1, \tau_2) = 0$, since $P_1(W_t \in \tau_t) = 0$ for $j = 1, 2$. Given any $T \geq 1$ and any realization $\omega \in \Omega$, there exist finite sets $\tau_1 T_0$ and $\tau_2 T_0$ in $\mathcal{F}$ such that $W_t(\omega) \in \tau_1 T_0$ and $W_t(\omega) \notin \tau_2 T_0$, $\forall t \leq T$, where $W_t(\omega)$ denotes the value of $W_t$ when $\omega$ is realized. This yields $v_T(\tau_1 T_0) = \sqrt{T}$, $v_T(\tau_2 T_0) = 0$, and $\sup_{\rho(\tau_1, \tau_2) < \delta} |v_T(\tau_1) - v_T(\tau_2)| \geq \sqrt{T}$. In consequence, $\{v_T(\cdot) ; T \geq 1\}$ is not stochastically equicontinuous. The class of functions $\mathcal{M}$ is too large.

In Sections 4 and 5 below, we discuss various entropy conditions that restrict the complexity/size of the class of functions $\mathcal{M}$ sufficiently that stochastic equicontinuity holds. Before doing so, however, we illustrate how weak convergence and stochastic equicontinuity results can be fruitfully employed in various econometric applications.

3. Applications

3.1. Review of applications

In this subsection, we briefly describe a number of applications of empirical process theory that appear in the econometrics literature. There are numerous others that appear in the statistics literature, see Shorack and Wellner (1986) and Wellner (1992) for some references.

The applications and use of empirical process methods in econometrics are fairly diverse. Some applications use a full weak convergence result; others just use a stochastic equicontinuity result. Most applications use empirical process theory for normalized sums of r.v.'s, but some use the corresponding theory for $U$-processes, see Kim and Pollard (1990) and Sherman (1992). The applications include estimation problems and testing problems. Here we categorize the applications not by the type of empirical process method used, but by area of application. We consider estimation first, then testing.

Empirical process methods are useful in obtaining the asymptotic normality of parametric optimization estimators when the criterion function that defines the estimator is not differentiable. Estimators that fit into this category include robust $M$-estimators (see Huber (1973)), regression quantiles (see Koenker and Bassett (1978)), censored regression quantiles (see Powell (1984, 1986a)), trimmed LAD estimators (see Honore (1992)), and method of simulated moments estimators (see McFadden (1989) and Pakes and Pollard (1989)). Huber (1967) gave some asymptotic normality results for a class of $M$-estimators of the above sort using empirical process-like methods. His results have been utilized by numerous econometricians, e.g. see Powell (1984). Empirical process methods were utilized explicitly in several subsequent papers that treat parametric estimation with non-differentiable criterion
functions, see Pollard (1984, 1985), McFadden (1989), Pakes and Pollard (1989) and Andrews (1988a). Also, see Newey and McFadden (1994) in this handbook. In Section 3.2 below, we illustrate one way in which empirical process methods can be exploited for problems of this sort.


A third area of application of empirical process methods to estimation problems is that of nonparametrics. Gallant (1989) and Gallant and Souza (1991) use these methods to establish the asymptotic normality of certain seminonparametric (i.e., nonparametric series) estimators. In their proof, empirical process methods are used to establish that a law of large numbers holds uniformly over a class of functions that expands with the sample size. Andrews (1994b) uses empirical process methods to show that nonparametric kernel density and regression estimators are consistent when the dependent variable or the regressor variables are residuals from some preliminary estimation procedure (as often occurs in semiparametric applications).

Empirical process methods also have been utilized very effectively in justifying the use of bootstrap confidence intervals. References include Gine and Zinn (1990), Arcones and Gine (1992) and Hahn (1995).

Next, we consider testing problems. Empirical process methods have been used in the literature to obtain the asymptotic null (and local alternative) distributions of a wide variety of test statistics. These include test statistics for chi-square diagnostic tests (see Andrews (1988b, c)), consistent model specification tests (see Bierens (1990), Yatchew (1992), Hansen (1992a), De Jong (1992) and Stinchcombe and White (1993)), tests of nonlinear restrictions in semiparametric models (see Andrews (1988a)), tests of specification of semiparametric models (see Whang and Andrews (1993) and White and Hong (1992)), tests of stochastic dominance (see
Klecan et al. (1990), and tests of hypotheses for which a nuisance parameter appears only under the alternative (see Davies (1977, 1987), Bera and Higgins (1992), Hansen (1991, 1992b), Andrews and Ploberger (1994) and Stinchcombe and White (1993). For tests of the latter sort, Section 3.4 below describes how empirical process methods are utilized.

Last, we note that stochastic equicontinuity can be used to obtain uniform laws of large numbers that can be employed in proofs of consistency of extremum estimators. For example, see Pollard (1984, Chapter 2), Newey (1991) and Andrews (1992).

3.2. Parametric M-estimators based on non-differentiable criterion functions

Here we give a heuristic description of one way in which empirical process theory can be used to establish the asymptotic normality of parametric M-estimators (or GMM estimators) that are based on criterion functions that are not differentiable with respect to the unknown parameter. This treatment follows that of Andrews (1988a) most closely (in which a formal statement of assumptions and results can be found). Other references are given in Section 3.1 above.

Suppose \( \hat{\tau} \) is a consistent estimator of a parameter \( \tau_0 \in \mathbb{R}^p \) that satisfies a set of \( p \) first order conditions

\[
\tilde{m}_{\hat{\tau}}(\hat{\tau}) = 0
\]

(3.1)

at least with probability that goes to one as \( T \to \infty \), where

\[
\tilde{m}_{\hat{\tau}}(\tau) = \frac{1}{T} \sum_{t=1}^{T} m(W_t, \tau).
\]

(3.2)

Here, \( W_t \) is an observed vector of random variables and \( m(\cdot, \cdot) \) is a known \( \mathbb{R}^p \)-valued function. Examples are given below.

If \( m(W_t, \tau) \) is differentiable in \( \tau \), one can establish the asymptotic normality of \( \hat{\tau} \) by expanding \( \sqrt{T} \tilde{m}_{\hat{\tau}}(\hat{\tau}) \) about \( \tau_0 \) using element by element mean value expansions. This is the standard way of establishing asymptotic normality of \( \hat{\tau} \) (or, more precisely, of \( \sqrt{T} (\hat{\tau} - \tau_0) \)). In a variety of applications, however, the function \( m(W_t, \tau) \) is not differentiable in \( \tau \), or not even continuous, due to the appearance of a sign function, an indicator function or a kinked function, etc. Examples are listed above and below. In such cases, one can still establish asymptotic normality of \( \hat{\tau} \) provided \( En(W_t, \tau) \) is differentiable in \( \tau \). Since the expectation operator is a smoothing operator, \( En(W_t, \tau) \) is often differentiable in \( \tau \) even though \( m(W_t, \tau) \) is not.

One method is as follows: Let

\[
\tilde{m}_{\hat{\tau}^*}(\tau) = \frac{1}{T} \sum_{t=1}^{T} En(W_t, \tau).
\]

(3.3)
To establish asymptotic normality of \( \hat{t} \), one can replace (element by element) mean value expansions of \( \hat{m}_T(\hat{t}) \) about \( \tau_0 \) by corresponding mean value expansions of \( \hat{m}_T^*(\tau_0) \) about \( \hat{t} \) and then use empirical process methods to establish the limit distribution of the expansion. In particular, such mean value expansions yield

\[
0 = \sqrt{T} \hat{m}_T^*(\tau_0) - \hat{m}_T(\hat{t}) - \hat{c}[\hat{m}_T^*(\tau_0)]/\hat{c}[\hat{m}_T(\hat{t})] \sqrt{T}(\hat{t} - \tau_0),
\]

where the first equality holds by the population orthogonality conditions (by assumption) and \( \hat{t} \) lies on the line segment joining \( \hat{t} \) and \( \tau_0 \) (and takes different values in each row of \( \hat{c}[\hat{m}_T(\hat{t})]/\hat{c}[\hat{m}_T^*(\tau_0)] \). Under suitable assumptions on \( \{m(W_i, \tau); \ i \leq T, T \geq 1\} \), one obtains

\[
\hat{c}[\hat{m}_T^*(\tau_0)]/\hat{c}[\hat{m}_T(\hat{t})] \xrightarrow{p} M = \lim_{T \to \infty} \frac{1}{T} \sum_{i=1}^T \hat{c}[\hat{m}(W_i, \tau_0)].
\]

(For example, if the rv's \( W_i \) are identically distributed, it suffices to have \( \hat{c}[\hat{m}(W_i, \tau_0)]/\hat{c}[\hat{m}(W_i, \tau_0)] \) continuous in \( \tau \) at \( \tau_0 \).) Thus, provided \( M \) is nonsingular, one has

\[
\sqrt{T}(\hat{t} - \tau_0) = (M^{-1} + o_p(1)) \sqrt{T} \hat{m}_T^*(\hat{t}).
\]

(Here, \( o_p(1) \) denotes a term that converges in probability to zero as \( T \to \infty \).)

Now, the asymptotic distribution of \( \sqrt{T}(\hat{t} - \tau_0) \) is obtained by using empirical process methods to determine the asymptotic distribution of \( \sqrt{T} \hat{m}_T^*(\hat{t}) \). We write

\[
-\sqrt{T} \hat{m}_T^*(\hat{t}) = \left[ \sqrt{T} \hat{m}_T(\hat{t}) - \sqrt{T} \hat{m}_T^*(\hat{t}) \right] - \sqrt{T} \hat{m}_T(\hat{t})
\]

\[
= (v_T(\hat{t}) - v_T(\tau_0)) + v_T(\tau_0) - \sqrt{T} \hat{m}_T(\hat{t}).
\]

(3.6)

The third term on the right hand side (rhs) of (3.6) is \( o_p(1) \) by (3.1). The second term on the rhs of (3.6) is asymptotically normal by an ordinary CLT under suitable moment and temporal dependence assumptions, since \( v_T(\tau_0) \) is a normalized sum of mean zero rv's. That is, we have

\[
v_T(\tau_0) = \frac{1}{\sqrt{T}} \sum_{i=1}^T \left[ m(W_i, \tau_0) - E m(W_i, \tau_0) \right] \xrightarrow{d} N(0, S) \quad \text{as} \ T \to \infty,
\]

where \( S = \lim_{\tau \to +\infty} \text{Var}[1/\sqrt{T} \sum_{i} m(W_i, \tau_0)] \). (For example, if the rv's \( W_i \) are independent and identically distributed (iid), it suffices to have \( S = E m(W_i, \tau_0) m(W_i, \tau_0)' \) well-defined.)

Next, the first term on the rhs of (3.6) is \( o_p(1) \) provided \( \{v_T(\cdot); T \geq 1\} \) is stochastically equicontinuous and \( \hat{t} \xrightarrow{p} \tau_0 \). This follows because given any \( \eta > 0 \) and \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that
\[
\lim_{T \to \infty} P(|v_T(t) - v_T(\tau_0)| > \eta) \\
\leq \lim_{T \to \infty} P(|v_T(t) - v_T(\tau_0)| > \eta, \rho(t, \tau_0) \leq \delta) + \lim_{T \to \infty} P(\rho(t, \tau_0) > \delta) \\
\leq \lim_{T \to \infty} P\left(\sup_{t \in \mathcal{S}, (t, \tau_0) \leq \delta} |v_T(\tau) - v_T(\tau_0)| > \eta\right) \\
< \epsilon, \quad (3.8)
\]

where the second inequality uses $\overset{d}{\to} \tau_0$ and the third uses stochastic equicontinuity.

Combining (3.5) and (3.8) yields the desired result that
\[
\sqrt{T}(t - \tau_0) \overset{d}{\to} N(0, M^{-1}S(M^{-1})) \quad \text{as} \quad T \to \infty. \quad (3.9)
\]

It remains to show how one can verify the stochastic equicontinuity of $\{v_T(\cdot); T \geq 1\}$. This is done in Sections 4 and 5 below. Before doing so, we consider several examples.

**Example 1**

$M$-estimators for standard, censored and truncated linear regression model. In
the models considered here, $\{(Y_t, X_t); t \leq T\}$ are observed rv's and $\{(Y^*_t, X^*_t); t \leq T\}$
are latent rv's. The models are defined by

\[
Y_t = X^*_t \theta_0 + U_t, \quad t = 1, \ldots, T,
\]

linear regression (LR): $\quad (Y_t, X_t) = (Y^*_t, X^*_t)$,

censored regression (CR): $\quad (Y_t, X_t) = (Y^*_t 1(Y^*_t \geq 0), X^*_t)$,

e truncated regression (TR): $\quad (Y_t, X_t) = (Y^*_t 1(Y^*_t \geq 0), X^*_t 1(Y^*_t \geq 0)). \quad (3.10)$

Depending upon the context, the errors $\{U_t\}$ may satisfy any one of a number of
assumptions such as constant conditional mean or quantile for all $t$ or symmetry
about zero for all $t$. We need not be specific for present purposes.

We consider $M$-estimators $\hat{t}$ of $\tau_0$ that satisfy the equations

\[
0 = \sum_{i=1}^{T} \psi_1(Y_i - X_i^* \hat{t}) \psi_2(W_i, \hat{t}) X_i \quad (3.11)
\]

with probability $\to 1$ as $T \to \infty$, where $W_i = (Y_i, X_i)'. \quad$ Such estimators fit the general
framework of (3.10) with

\[
m(w, \tau) = \psi_1(y - X^* \tau) \psi_2(w, \tau)x, \quad \text{where} \quad w = (y, x)'. \quad (3.12)
\]
Examples of such \( M \)-estimators in the literature include the following:

(a) LR model: Let \( \psi_1(z) = \text{sgn}(z) \) and \( \psi_2 = 1 \) to obtain the least absolute deviations (LAD) estimator. Let \( \psi_1(z) = q - 1(y - x'\tau < 0) \) and \( \psi_2 = 1 \) to obtain Koenker and Bassett's (1978) regression quantile estimator for quantile \( q \in (0, 1) \). Let \( \psi_1(z) = (z \wedge c) \vee (-c) \) (where \( \wedge \) and \( \vee \) are the min and max operators respectively) and \( \psi_2 = 1 \) to obtain Huber's (1973) \( M \)-estimator with truncation at \( \pm c \). Let \( \psi_1(z) = |q - 1(y - x'\tau < 0)| \) and \( \psi_2(w, \tau) = y - x'\tau \) to obtain Newey and Powell's (1987) asymmetric LS estimator.

(b) CR model: Let \( \psi_1(z) = q - 1(y - x'\tau < 0) \) and \( \psi_2(w, \tau) = 1(x'\tau > 0) \) to obtain Powell's (1984, 1986a) censored regression quantile estimator for quantile \( q \in (0, 1) \). Let \( \psi_1 = 1 \) and \( \psi_2(w, \tau) = 1(x'\tau > 0)[(y - x'\tau) \wedge x'\tau] \) to obtain Powell's (1986b) symmetrically trimmed LS estimator.

(c) TR model: Let \( \psi_1 = 1 \) and \( \psi_2(w, \tau) = 1(y < 2x'\tau)(y - x'\tau) \) to obtain Powell's (1986b) symmetrically trimmed LS estimator.

(Note that for the Huber \( M \)-estimator of the LR model one would usually simultaneously estimate a scale parameter for the errors \( U_i \). For brevity, we omit this above.)

**Example 2**

Method of simulated moments (MSM) estimator for multinomial probit. The model and estimator considered here are as in McFadden (1989) and Pakes and Pollard (1989). We consider a discrete response model with \( r \) possible responses. Let \( D_i \) be an observed response vector that takes values in \( \{ e_i; i = 1, \ldots, r \} \), where \( e_i = (0, \ldots, 0, 1, 0, \ldots, 0) \) is the \( i \)th elementary \( r \)-vector. Let \( Z_{it} \) denote an observed \( b \)-vector of covariates – one for each possible response \( i = 1, \ldots, r \). Let \( Z_t = [Z_{t1}, Z_{t2}, \ldots, Z_{tr}]' \). The model is defined such that

\[
\begin{align*}
D_i &= e_i \quad \text{if} \quad (Z_{it} - Z_{it})(\beta(\tau_0) + A(\tau_0)U_i) \geq 0 \quad \forall i = 1, \ldots, r,
\end{align*}
\]

where \( U_i \sim N(0, I_r) \) is an unobserved normal rv, \( \beta(\cdot) \) and \( A(\cdot) \) are known \( R^{b \times 1} \)- and \( R^{b \times b} \)-valued functions of an unknown parameter \( \tau_0 \in \mathcal{F} \subset R^p \).

McFadden's MSM estimator of \( \tau_0 \) is constructed using \( s \) independent simulated \( N(0, I_r) \) rv's \( (Y_{1r}, \ldots, Y_{sr})' \) and a matrix of instruments \( g(Z_t, \tau) \), where \( g(\cdot, \cdot) \) is a known \( R^{r \times b} \)-valued function. The MSM estimator is an example of the estimator of (3.1)–(3.2) with \( W_r = (D_i, Z_{it}, Y_{1t}, \ldots, Y_{rt}) \) and

\[
m(w, \tau) = g(z, \tau) \left( d - \frac{1}{s} \sum_{j=1}^s H[z(\beta(\tau) + A(\tau)y_j)] \right),
\]

where \( w = (d, z, y_1, \ldots, y_s) \). Here, \( H[\cdot] \) is a \( \{0, 1\}^r \)-valued function whose \( i \)th element is of the form

\[
\prod_{l=1}^r \left[ (z_l - z_{li})(\beta(\tau) + A(\tau)y_j) \right] \geq 0.
\]

\[(3.15)\]
3.3. Tests when a nuisance parameter is present only under the alternative

In this section we consider a class of testing problems for which empirical process limit theory can be usefully exploited. The testing problems considered are ones for which a nuisance parameter is present under the alternative hypothesis, but not under the null hypothesis. Such testing problems are non-standard. In consequence, the usual asymptotic distributional and optimality properties of likelihood ratio (LR), Lagrange multiplier (LM), and Wald (W) tests do not apply.

Consider a parametric model with parameters \( \theta \) and \( \tau \), where \( \theta \in \Theta \subset R^s, \tau \in \mathcal{T} \subset R^r \). Let \( \theta = (\beta', \delta')' \), where \( \beta \in R^p \), and \( \delta \in R^q \), and \( s = p + q \). The null and alternative hypotheses of interest are

\[
H_0: \quad \beta = 0 \quad \text{and} \quad H_1: \quad \beta \neq 0. \tag{3.16}
\]

Under the null hypothesis, the distribution of the data does not depend on the parameter \( \tau \) by assumption. Under the alternative hypothesis, it does. Two examples are the following.

**Example 3**

This example is a test for variable relevance. We want to test whether a regressor variable/vector \( Z_t \) belongs in a nonlinear regression model. This model is

\[
Y_t = g(X_t, \delta_1) + \beta h(Z_t, \tau) + U_t, \quad U_t \sim N(0, \delta_2), \quad t = 1, \ldots, T. \tag{3.17}
\]

The functions \( g \) and \( h \) are assumed known. The parameters \( (\beta, \delta_1, \delta_2, \tau) \) are unknown. The regressors \( (X_t, Z_t) \) and/or the errors \( U_t \) are presumed to exhibit some sort of asymptotically weak temporal dependence. As an example, the term \( h(Z_t, \tau) \) might be of the Box–Cox form \( (Z_t^\tau - 1)/\tau \). Under the null hypothesis \( H_0: \beta = 0, Z_t \) does not enter the regression function and the parameter \( \tau \) is not present.

**Example 4**

This example is a test of cross-sectional constancy in a nonlinear regression model. A parameter \( \tau \ (\in R^r) \) partitions the sample space of some observed variable \( Z_t \ (\in R^r) \) into two regions. In one region the regression parameter is \( \delta_1 \ (\in R^p) \) and in the other region it is \( \delta_1 + \beta \). A test of cross-sectional constancy of the regression parameters corresponds to a test of the null hypothesis \( H_0: \beta = 0 \). The parameter \( \tau \) is present only under the alternative.

To be concrete, the model is

\[
Y_t = \begin{cases} 
  g(X_t, \delta_1) + U_t & \text{for } h(Z_t, \tau) > 0 \\
  g(X_t, \delta_1 + \beta) + U_t & \text{for } h(Z_t, \tau) \leq 0
\end{cases}, \quad t = 1, \ldots, T \tag{3.18}
\]
where the errors \( U_i \sim \text{iid } N(0, \sigma^2) \), the regressors \( X_i \) and the rv \( Z_i \) are \( m \)-dependent and identically distributed, and \( g(\cdot, \cdot) \) and \( h(\cdot, \cdot) \) are known real functions. For example, \( h(Z_i, \tau) \) could equal \( Z_i - \tau \), where the real rv \( Z_i \) is an element of \( X_i \), an element of \( X_{i-d} \) for some integer \( d \geq 1 \), or \( Y_{i-d} \) for some integer \( d \geq 1 \). The model could be generalized to allow for more regions than two.

Problems of the sort considered above were first treated in a general way by Davies (1977, 1987). Davies proposed using the LR test. Let \( LR(\tau) \) denote the LR test statistic (i.e. minus two times the log likelihood ratio) when \( \tau \) is specified under the alternative. For given \( \tau \), \( LR(\tau) \) has standard asymptotic properties (under standard regularity conditions). In particular, it converges in distribution under the null to a random variable \( X^2(\tau) \) that has a \( \chi^2_p \) distribution. When \( \tau \) is not given, but is allowed to take any value in \( \mathcal{F} \), the LR statistic is

\[
\sup_{\tau \in \mathcal{F}} LR(\tau). \tag{3.19}
\]

This statistic has power against a much wider variety of alternatives than the statistic \( LR(\tau) \) for some fixed value of \( \tau \).

To mount a test based on \( \sup_{\tau \in \mathcal{F}} LR(\tau) \), one needs to determine its asymptotic null distribution. This can be achieved by establishing that the stochastic process \( LR(\tau) \), viewed as a random function indexed by \( \tau \), converges weakly to a stochastic process \( X^2(\tau) \). Then, it is easy to show that the asymptotic null distribution of \( \sup_{\tau \in \mathcal{F}} LR(\tau) \) is that of the supremum of the chi-square process \( X^2(\tau) \). The methods discussed below can be used to provide a rigorous justification of this type of argument.

Hansen (1991) extended Davies' results to non-likelihood testing scenarios, considered LM versions of the test, and pointed out a variety of applications of such tests in econometrics.

A drawback of the \( \sup \) LR test statistic is that it does not possess standard asymptotic optimality properties. Andrews and Ploberger (1994) derived a class of tests that do. They considered a weighted average power criterion that is similar to that considered by Wald (1943). Optimal tests turn out to be average exponential tests:

\[
\text{Exp-LR} = (1 + c)^{-p/2} \int \exp \left( \frac{1}{2} \frac{1}{1 + c} L_R(\tau) \right) dJ(\tau), \tag{3.20}
\]

where \( J(\cdot) \) is a specified weight function over \( \tau \in \mathcal{F} \) and \( c \) is a scalar parameter that indexes whether one is directing power against close or distant alternatives (i.e. against \( \beta \) small or \( \beta \) large). Let Exp-LM and Exp-W denote the test statistic defined as in (3.20), but with \( LR(\tau) \) replaced by \( LM(\tau) \) and \( W(\tau) \), respectively, where the latter are defined analogously to \( LR(\tau) \). The three statistics Exp-LR,
Exp-LM, and Exp-W each have asymptotic optimality properties. Using empirical process results, each can be shown to have an asymptotic null distribution that is a function of the stochastic process \( X^2(t) \) discussed above.

First, we introduce some notation. Let \( l_T(\theta, \tau) \) denote a criterion function that is used to estimate the parameters \( \theta \) and \( \tau \). The leading case is when \( l_T(\theta, \tau) \) is the log likelihood function for the sample of size \( T \). Let \( Dl_T(\theta, \tau) \) denote the \( s \)-vector of partial derivatives of \( l_T(\theta, \tau) \) with respect to \( \theta \). Let \( \theta_0 \) denote the true value of \( \theta \) under the null hypothesis \( H_0 \), i.e. \( \theta_0 = (0, \delta_0)' \). (Note that \( Dl_T(\theta_0, \tau) \) depends on \( \tau \) in general even though \( l_T(\theta_0, \tau) \) does not.)

By some manipulations (e.g. see Andrews and Ploberger (1994)), one can show that the test statistics \( \sup_{\tau \in \mathcal{F}} LR(\tau) \), Exp-LR, Exp-LM, and Exp-W equal a continuous real function of the normalized score process \( \{Dl_T(\theta_0, \tau)/\sqrt{T} : \tau \in \mathcal{F}\} \) plus an \( o_p(1) \) term under \( H_0 \). In view of the continuous mapping theorem (e.g. see Pollard (1984, Chapter III.2)), the asymptotic null distributions of these statistics are given by the same functions of the limit process as \( T \rightarrow \infty \) of \( \{Dl_T(\theta_0, \tau)/\sqrt{T} : \tau \in \mathcal{F}\} \).

More specifically, let

\[
\nu_T(\tau) = \frac{1}{\sqrt{T}} Dl_T(\theta_0, \tau).
\]  

(3.21)

(Note that \( EDl_T(\theta_0, \tau) = 0 \) under \( H_0 \), since these are the population first order conditions for the estimator.) Then, for some continuous function \( g \) of \( \nu_T(\cdot) \), we have

\[
\sup_{\tau \in \mathcal{F}} LR(\tau) = g(\nu_T(\cdot)) + o_p(1) \quad \text{under } H_0.
\]  

(3.22)

(Here, continuity is defined with respect to the uniform metric \( d \) on the space of bounded \( R^s \)-valued functions on \( \mathcal{F} \), i.e. \( B(\mathcal{F}) \). If \( \nu_T(\cdot) \Rightarrow \nu(\cdot) \), then

\[
\sup_{\tau \in \mathcal{F}} LR(\tau) \overset{d}{\rightarrow} g(\nu(\cdot)) \quad \text{under } H_0,
\]  

\[
\nu_T(\cdot) \overset{d}{\rightarrow} \nu(\cdot)
\]

(3.23)

which is the desired result. The distribution of \( g(\nu(\cdot)) \) yields asymptotic critical values for the test statistic \( \sup_{\tau \in \mathcal{F}} LR(\tau) \). The results are analogous for Exp-LR, Exp-LM, and Exp-W.

In conclusion, if one can establish the weak convergence result, \( \nu_T(\cdot) \Rightarrow \nu(\cdot) \) as \( T \rightarrow \infty \), then one can obtain the asymptotic distribution of the test statistics of interest. As discussed in Section 2, the key condition for weak convergence is stochastic equicontinuity. The verification of stochastic equicontinuity for Examples 3 and 4 is discussed in Sections 4 and 5 below. Here, we specify the form of \( \nu_T(\cdot) \) in these examples.
Examples 3 (continued)

In this example, \( l_T(\theta, \tau) \) is the log likelihood function under the assumption of iid normal errors:

\[
l_T(\theta, \tau) = -\frac{T}{2} \log 2\pi \delta_2 - \frac{1}{2\delta_2^2} \sum_{i=1}^{T} [Y_i - g(X_i, \delta_i, \tau) - \beta h(Z_i, \tau)]^2
\]

and

\[
\nu_T(\tau) = \frac{1}{\sqrt{T}} Dl_T(\theta_0, \tau) = \left[ \frac{1}{\delta_{20}} \frac{1}{\sqrt{T}} \sum_{i=1}^{T} U_i h(Z_i, \tau) \right. \left. + \frac{1}{\delta_{20}} \frac{1}{\sqrt{T}} \sum_{i=1}^{T} U_i \frac{\partial}{\partial \delta_i} g(X_i, \delta_{10}) \right] \ . \quad (3.24)
\]

Since \( \tau \) only appears in the first term, it suffices to show that \( \{(1/\sqrt{T}) \sum_{i=1}^{T} U_i h(Z_i, \cdot): T \geq 1\} \) is stochastically equicontinuous.

Example 4 (continued)

In this cross-sectional constancy example, \( l(\theta, \tau) \) is the log likelihood function under the assumption of iid normal innovations:

\[
l_T(\theta, \tau) = -\frac{T}{2} \log 2\pi \delta_2 - \frac{1}{2\delta_2^2} \sum_{i=1}^{T} [Y_i - g(X_i, \delta_i) 1(h(Z_i, \tau) > 0) \\
- g(X_i, \delta_i + \beta) 1(h(Z_i, \tau) \leq 0)]^2
\]

and

\[
\frac{1}{\sqrt{T}} Dl_T(\theta_0, \tau) = \left[ \frac{1}{\delta_{20}} \frac{1}{\sqrt{T}} \sum_{i=1}^{T} U_i \frac{\partial}{\partial \delta_i} g(X_i, \delta_{10}) 1(h(Z_i, \tau) \leq 0) \right. \left. + \frac{1}{\delta_{20}} \frac{1}{\sqrt{T}} \sum_{i=1}^{T} U_i \frac{\partial}{\partial \delta_i} g(X_i, \delta_{10}) \right] \ . \quad (3.25)
\]

Since \( \tau \) only appears in the first term, it suffices to show that \( \{(1/\sqrt{T}) \sum_{i=1}^{T} U_i \times \frac{\partial}{\partial \delta_i} [g(X_i, \delta_{10})]/\partial \delta_i 1(h(Z_i, \cdot) \leq 0): T \geq 1\} \) is stochastically equicontinuous.
3.4. Semiparametric estimation

We now consider the application of stochastic equicontinuity results to semiparametric estimation problems. The approach that is discussed below is given in more detail in Andrews (1994a). Other approaches are referenced in Section 3.1 above.

Consider a two-stage estimator \( \hat{\theta} \) of a finite dimensional parameter \( \theta_0 \in \Theta \subset \mathbb{R}^p \). In the first stage, an infinite dimensional parameter estimator \( \hat{f} \) is computed, such as a nonparametric regression or density estimator or its derivative. In the second stage, the estimator \( \hat{\theta} \) of \( \theta_0 \) is obtained from a set of estimating equations that depend on the preliminary estimator \( \hat{f} \). Many semiparametric estimators in the literature can be defined in this way.

By linearizing the estimating equations, one can show that the asymptotic distribution of \( \sqrt{T}(\hat{\theta} - \theta_0) \) depends on an empirical process \( v_T(t) \), evaluated at the preliminary estimator \( \hat{f} \). That is, it depends on \( v_T(\hat{f}) \). To obtain the asymptotic distribution of \( \hat{\theta} \), then, one needs to obtain that of \( v_T(\hat{f}) \). If \( \hat{f} \) converges in probability to some \( \tau_0 \) (under a suitable pseudometric) and \( v_T(\tau) \) is stochastically equicontinuous, then one can show that \( v_T(\hat{f}) - v_T(\tau_0) \xrightarrow{p} 0 \) and the asymptotic behavior of \( \sqrt{T}(\hat{\theta} - \theta_0) \) depends on that of \( v_T(\tau_0) \), which is obtained straightforwardly from an ordinary CLT. Thus, one can effectively utilize empirical process stochastic equicontinuity results in establishing the asymptotic distributions of semiparametric estimators.

We now provide some more details of the argument sketched above. Let the data consist of \( \{W_t; t \leq T\} \). Consider a system of \( p \) estimating equations

\[
\tilde{m}_T(\theta, \hat{f}) = \frac{1}{T} \sum_{t=1}^{T} m(\theta, t),
\]

where \( m(\theta, \tau) = m(W_T, \theta, \tau) \) and \( m(\cdot, \cdot, \cdot) \) is an \( \mathbb{R}^p \)-valued known function. Suppose the estimator \( \hat{\theta} \) solves the equations

\[
\sqrt{T} \tilde{m}_T(\hat{\theta}, \hat{f}) = 0
\]

(at least with probability that goes to one as \( T \to \infty \)). These equations might be the first order conditions from some minimization problem.

We suppose consistency of \( \hat{\theta} \) has already been established, i.e. \( \hat{\theta} \xrightarrow{p} \theta_0 \) (see Andrews (1994a) for sufficient conditions). We wish to determine the asymptotic distribution of \( \hat{\theta} \). When \( m(W_T, \theta, \tau) \) is a smooth function of \( \theta \), the following approach can be used. Element by element mean value expansions stacked yield

\[
oml(1) = \tilde{m}_T(\hat{\theta}, \hat{f}) = \sqrt{T} \tilde{m}_T(\theta_0, \hat{f}) + \partial_m(\tilde{m}_{T}(\hat{\theta}^*, \hat{f}) / \partial \hat{\theta}) \sqrt{T}(\hat{\theta} - \theta_0),
\]

where \( \theta^* \) lies between \( \hat{\theta} \) and \( \theta_0 \) (and \( \theta^* \) may differ from row to row in
\[ \hat{\theta}(T) = \frac{1}{T} \sum_{t=1}^{T} e_t \text{.} \]

Under suitable conditions,

\[ \frac{\partial}{\partial \theta} \hat{Y}_T(\theta, \tau) \overset{p}{\to} M = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} E \left[ \frac{\partial}{\partial \theta} \hat{Y}_T(\theta, \tau) \right] . \] (3.29)

Thus,

\[ \sqrt{T}\hat{\theta}(\theta) = - (M^{-1} + o_p(1))\sqrt{T}\hat{\theta}(\theta, \tau) \]

\[ = - (M^{-1} + o_p(1))[\sqrt{T}(\hat{m}_T(\theta, \tau) - \hat{m}_T^*(\theta, \tau)) + \sqrt{T}\hat{m}_T^*(\theta, \tau)] , \] (3.30)

where \( \hat{m}_T^*(\theta, \tau) = (1/T) \sum_{t=1}^{T} E_m(W_t, \theta, \tau) . \)

Again under suitable conditions, either

\[ \sqrt{T}\hat{m}_T^*(\theta, \tau) \overset{p}{\to} 0 \quad \text{or} \quad \sqrt{T}\hat{m}_T^*(\theta, \tau) \overset{d}{\to} N(0, A), \] (3.31)

for some covariance matrix \( A \), see Andrews (1994a).

Let

\[ v_T(\tau) = \sqrt{T}(\hat{m}_T(\theta, \tau) - \hat{m}_T^*(\theta, \tau)) . \] (3.32)

Note that \( v_T(\cdot) \) is a stochastic process indexed by an infinite dimensional parameter in this case. This differs from the other examples in this section for which \( \tau \) is finite dimensional.

Under standard conditions, one can establish that

\[ v_T(\tau_0) \overset{d}{\to} N(0, S) \] (3.33)

for some covariance matrix \( S \), by applying an ordinary CLT. If, in addition, one can show that

\[ v_T(t) - v_T(\tau_0) \overset{p}{\to} 0 , \] (3.34)

then we obtain

\[ \sqrt{T}(\hat{\theta} - \theta_0) = - (M^{-1} + o_p(1))[v_T(t) + \sqrt{T}\hat{m}_T^*(\theta_0, \tau)] \]

\[ = - M^{-1}[v_T(\tau_0) + \sqrt{T}\hat{m}_T^*(\theta_0, \tau)] + o_p(1) \]

\[ \overset{d}{\to} N(0, M^{-1}(S + A)(M^{-1})^\prime) , \] (3.35)

which is the desired result.
To prove (3.34), we can use the stochastic equicontinuity property. Suppose

(i) \( \{v_T(\cdot); T \geq 1 \} \) is stochastically equicontinuous for some choice of \( \mathcal{F} \) and pseudometric \( \rho \) on \( \mathcal{F} \),

(ii) \( P(\hat{\theta} \in \mathcal{F}) \to 1 \), and

(iii) \( \rho(\hat{\theta}, \theta_0) \xrightarrow{P} 0 \),

then (3.34) holds (as shown below).

Note that there exist tradeoffs between conditions (i), (ii), and (iii) of (3.36) in terms of the difficulty of verification and the strength of the regularity conditions needed. For example, a larger set \( \mathcal{F} \) makes it more difficult to verify (ii), but easier to verify (ii). A stronger pseudometric \( \rho \) makes it easier to verify (i), but more difficult to verify (iii).

Since the sufficiency of (3.36) for (3.34) is the key to the approach considered here, we provide a proof of this simple result. We have: \( \forall \varepsilon > 0, \forall \eta > 0, \exists \delta > 0 \) such that

\[
\lim_{T \to \infty} P(|v_T(t) - v_T(t_0)| > \eta) \\
\leq \lim_{T \to \infty} P(|v_T(t) - v_T(t_0)| > \eta, t \in \mathcal{F}, \rho(t, t_0) \leq \delta) \\
+ \lim_{T \to \infty} P(t \notin \mathcal{F} \quad \text{or} \quad \rho(t, t_0) > \delta) \\
\leq \lim_{T \to \infty} P^*(\sup_{t \in \mathcal{F} : \rho(t, t_0) < \delta} |v_T(t) - v_T(t_0)| > \eta) \\
< \varepsilon,
\]

(3.37)

where the term on the third line of (3.37) is zero by (ii) and (iii) and the last inequality holds by (i). Since \( \varepsilon > 0 \) is arbitrary, (3.34) follows.

To conclude, one can establish the \( \sqrt{T} \)-consistency and asymptotic normality of the semiparametric estimator \( \hat{\theta} \) if one can establish, among other things, that \( \{v_T(\cdot); T \geq 1 \} \) is stochastically equicontinuous. Next, we consider the application of this approach to two examples and illustrate the form of \( v_T(\cdot) \) in these examples.

In Sections 4 and 5, we discuss the verification of stochastic equicontinuity when \( \mathcal{H} = \{m(\cdot, \tau); \tau \in \mathcal{F} \} \) is an infinite dimensional class of functions.

Example 5

This example considers a weighted least squares (WLS) estimator of the partially linear regression (PLR) model. The PLR model is given by

\[
Y_i = X_i^\prime \theta_0 + g(Z_i) + U_i \quad \text{and} \quad E(U_i | X_i, Z_i) = 0 \quad \text{a.s.}
\]

(3.38)
for $t = 1, \ldots, T$, where the real function $g(\cdot)$ is unknown, $W_t = (Y_t, X'_t, Z'_t)$ is iid or $m$-dependent and identically distributed, $Y_t, U_t \in \mathbb{R}$, $X_t, \theta_0 \in \mathbb{R}^n$ and $Z_t \in \mathbb{R}^k$. This model is also discussed by Hardle and Linton (1994) in this handbook. The WLS estimator is defined for the case where the conditional variance of $U_t$ given $(X_t, Z_t)$ depends only on $Z_t$. This estimator is a weighted version of Robinson's (1988) semiparametric I.S estimator. The PLR model with heteroskedasticity of the above form can be generated by a sample selection model with nonparametric selection equation (e.g. see Andrews (1994a)). Let $	au_{10}(Z_t) = E(Y_t|Z_t), \tau_{20}(Z_t) = E(X_t|Z_t), \tau_{30}(Z_t) = E(U^2_t|Z_t)$ and $\tau_0 = (\tau_{10}, \tau_{20}, \tau_{30})'$. Let $\hat{\epsilon}_j(\cdot)$ be an estimator of $\tau_{0j}(\cdot)$ for $j = 1, 2, 3$. The semiparametric WLS estimator of the PLR model is given by

$$
\hat{\theta} = \left[\sum_{t=1}^{T} \xi(W_t)(X_t - \hat{\tau}_2(Z_t))(X_t - \hat{\tau}_2(Z_t))'/\hat{\tau}_3(Z_t)\right]^{-1}
\times \sum_{t=1}^{T} \xi(W_t)(X_t - \hat{\tau}_2(Z_t))(Y_t - \hat{\tau}_1(Z_t))'/\hat{\tau}_3(Z_t),
$$

(3.39)

where $\xi(W_t) = 1(Z_t \in \mathcal{Z}^*)$ is a trimming function and $\mathcal{Z}^*$ is a bounded subset of $\mathbb{R}^k$. This estimator is of the form (3.16)–(3.17) with

$$
m(W_t, \hat{\theta}, \hat{\epsilon}) = \xi(W_t)[Y_t - \hat{\tau}_1(Z_t) - (X_t - \hat{\tau}_2(Z_t))'/\hat{\tau}_3(Z_t)]/\hat{\tau}_3(Z_t).
$$

(3.40)

To establish the asymptotic normality of $\hat{\epsilon}$ using the approach above, one needs to establish stochastic equicontinuity for the empirical process $v_\epsilon(\cdot)$ when the class of functions $\mathcal{M}$ is given by

$$
\mathcal{M} = \{m(\cdot, \theta_0, \tau) : \tau \in \mathcal{F}\}
$$

where

$$
m(w, \theta_0, \tau) = \xi(w)[y - \tau_1(z) - (x - \tau_2(z))'/\tau_3(z)]/\tau_3(z),
$$

(3.41)

$w = (y, x', z')$, $\tau = (\tau_1, \tau_2, \tau_3)'$ and $\mathcal{F}$ is as defined below. Here, the elements $\tau \in \mathcal{F}$ are possible realizations of the vector nonparametric estimator $\hat{\epsilon}$. By definition, $\mathcal{Z} \subset \mathbb{R}^k$ is the domain of $\tau(z)$ for $j = 1, 2, 3$ and $\mathcal{F}$ includes the support of $Z_t \forall t \geq 1$. By assumption, the trimming set $\mathcal{Z}^* \subset \mathcal{Z}$. If $\mathcal{Z}^* = \mathcal{Z}$, then no trimming occurs and $\xi(w)$ is redundant. If $\mathcal{Z}^*$ is a proper subset of $\mathcal{Z}$, then trimming occurs and the WLS estimator $\hat{\theta}$ is based on only nontrimmed observations.

**Example 6**

This example considers generalized method of moments (GMM) estimators of parameters defined by conditional moments restrictions (CMR).

In this example, $\theta_0$ is the unique parameter vector that solves the equations

$$
E(\psi(Z_t, \theta)|X_t) = 0 \quad \text{a.s.} \quad \forall t \geq 1
$$

(3.42)
for some specified $R^s$-valued function $\psi(\cdot, \cdot)$, where $X_i \in R^s$. Examples of this model in econometrics are quite numerous, see Chamberlain (1987) and Newey (1990).

Let $\Omega_0(X_i) = E[\psi(Z_i, \theta_0)\psi(Z_i, \theta_0)']_i | X_i$, $A_0(X_i) = E[\psi(Z_i, \theta_0)\psi(Z_i, \theta_0)']_i | X_i$, and $\tau_0(X_i) = A_0(X_i)\Omega_0^{-1}(X_i)$. By assumption, $\Omega_0(\cdot)$, $A_0(\cdot)$, and $\tau_0(\cdot)$ do not depend on $i$. Let $\hat{\Omega}(\cdot)$ and $\hat{A}(\cdot)$ be nonparametric estimators of $\Omega_0(\cdot)$ and $A_0(\cdot)$. Let $\hat{\tau}(\cdot) = \hat{A}(\cdot)\hat{\Omega}^{-1}(\cdot)$. Let $W_i = (Z_i', X_i')$.

A GMM estimator $\hat{\theta}$ of $\theta_0$ minimizes

$$\left[ \sum_{i=1}^{T} \hat{\tau}(X_i)\psi(Z_i, \theta) \right] \hat{\tau}(X_i)\psi(Z_i, \theta) \text{ over } \theta \in \Theta \subset R^s, \quad (3.43)$$

where $\hat{\tau}$ is a data-dependent weight matrix. To obtain the asymptotic distribution of this estimator using the approach above, we need to establish a stochastic equicontinuity result for the empirical process $\nu_T(\cdot)$ when the class of functions $\mathcal{M}$ is given by

$$\mathcal{M} = \{ m(\cdot, \theta_0, \tau) : \tau \in \mathcal{F} \}, \quad \text{where}$$

$$m(w, \theta_0, \tau) = \tau(x)\psi(z, \theta_0) = \Delta(x)\Omega^{-1}(x)\psi(z, \theta_0), \quad (3.44)$$

$w = (z', x')$ and $\mathcal{F}$ is defined below.

4. **Stochastic equicontinuity via symmetrization**

4.1. **Primitive conditions for stochastic equicontinuity**

In this section we provide primitive conditions for stochastic equicontinuity. These conditions are applied to some of the examples of Section 3 in Section 4.2 below.

We utilize an empirical process result of Pollard (1990) altered to encompass $m$-dependent rather than independent rv's and reduced in generality somewhat to achieve a simplification of the conditions. This result depends on a condition, which we refer to as *Pollard's entropy condition*, that is based on how well the functions in $\mathcal{M}$ can be approximated by a finite number of functions, where the distance between functions is measured by the largest $L^2(Q)$ distance over all distributions $Q$ that have finite support. The main purpose of this section is to establish primitive conditions under which the entropy condition holds. Following this, a number of examples are provided to illustrate the ease of verification of the entropy condition.

First, we note that stochastic equicontinuity of a vector-valued empirical process (i.e. $s > 1$) follows from the stochastic equicontinuity of each element of the empirical process. In consequence, we focus attention on real-valued empirical processes ($s = 1$).
The pseudometric $\rho$ on $\mathcal{F}$ is defined in this section by

$$
\rho(\tau_1,\tau_2) = \sup_{N \geq 1} \left( \frac{1}{N} \sum_{i=1}^{N} E(m(W_i, \tau_i) - m(W_i, \tau_2))^2 \right)^{1/2}. \quad (4.1)
$$

Let $Q$ denote a probability measure on $\mathcal{W}$. For a real function $f$ on $\mathcal{W}$, let $Qf^2 = \int_{\mathcal{W}} f^2(w) dQ(w)$. Let $\mathcal{F}$ be a class of functions in $L^2(Q)$. The $L^2(Q)$ cover numbers of $\mathcal{F}$ are defined as follows:

**Definition**

For any $\varepsilon > 0$, the cover number $N_2(\varepsilon, Q, \mathcal{F})$ is the smallest value of $n$ for which there exist functions $f_1, \ldots, f_n$ in $\mathcal{F}$ such that $\min_{j \leq n} Q(f - f_j)^2 \leq \varepsilon \forall f \in \mathcal{F}$. $N_2(\varepsilon, Q, \mathcal{F}) = \infty$ if no such $n$ exists.

The log of $N_2(\varepsilon, Q, \mathcal{F})$ is referred to as the $L^2(Q)$ $\varepsilon$-entropy of $\mathcal{F}$. Let $\mathcal{E}$ denote the class of all probability measures $Q$ on $\mathcal{W}$ that concentrate on a finite set. The following entropy/cover number condition was introduced in Pollard (1982).

**Definition**

A class $\mathcal{F}$ of real functions defined on $\mathcal{W}$ satisfies Pollard's entropy condition if

$$
\int_{\mathcal{E}} \sup_{Q \in \mathcal{E}} \left[ \log N_2(\varepsilon(QF^2)^{1/2}, Q, \mathcal{F}) \right]^{1/2} d\varepsilon < \infty, \quad (4.2)
$$

where $F$ is some envelope function for $\mathcal{F}$, i.e. $F$ is a real function on $\mathcal{W}$ for which $|f(\cdot)| \leq F(\cdot) \forall f \in \mathcal{F}$.

As $\varepsilon \downarrow 0$, the cover number $N_2(\varepsilon(QF^2)^{1/2}, Q, \mathcal{F})$ increases. Pollard's entropy condition requires that it cannot increase too quickly as $\varepsilon \downarrow 0$. This restricts the complexity size of $\mathcal{F}$ and does so in a way that is sufficient for stochastic equicontinuity given suitable moment and temporal dependence assumptions. In particular, the following three assumptions are sufficient for stochastic equicontinuity.

**Assumption A**

$\mathcal{M}$ satisfies Pollard's entropy condition with some envelope $\overline{M}$.

**Assumption B**

$$
\lim_{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} E\bar{M}^{2+\delta}(W_t) < \infty \text{ for some } \delta > 0, \text{ where } \bar{M} \text{ is as in Assumption A.}
$$

$^3$The pseudometric $\rho(\cdot, \cdot)$ is defined here using a dummy variable $N$ (rather than $T$) to avoid confusion when we consider objects such as $\lim_{N \rightarrow \infty} \rho(f, \tau_0)$. Note that $\rho(\cdot, \cdot)$ is taken to be independent of the sample size $T$. 

Assumption C

\{W_t; t \leq T, T \geq 1\} is an m-dependent triangular array of rv's.

Theorem 1 (Pollard)

Under Assumptions A–C, \{v_T(T); T \geq 1\} is stochastically equicontinuous with \( \rho \) given by (4.1).

Comments

1. Theorem 1 is proved using a symmetrization argument. In particular, one obtains a maximal inequality for \( v_T(T) \) by showing that \( \sup_{\tau \in \mathcal{F}} |v_T(T)| \) is less variable than \( \sup_{\tau, \tau'} |(\sqrt{T}/T)\sum_{t=1}^T \sigma_t m(W_t, \tau)| \), where \{\sigma_t; t \leq T\} are iid rv's that are independent of \{\{W_t; t \leq T\} and have Rudemacher distribution (i.e. \( \sigma_t \) equals +1 or -1, each with probability 1/2). Conditional on \{W_t\} one performs a chaining argument that relies on Hoeffding's inequality for tail probabilities of sums of bounded, mean zero, independent rv's. The bound in this case is small when the average sum of squares of the bounds on the individual rv's is small. In the present case, the latter is just \((1/T)\sum_{t=1}^T m(W_t, \tau)\). The maximal inequality ultimately is applied to the empirical measure constructed from differences of the form \( m(W_t, \tau_t) - m(W_t, \tau_2) \) rather than to just \( m(W_t, \tau) \). In consequence, the measure of distance between \( m(\tau_t) \) and \( m(\tau_2) \) that makes the bound effective is an \( L^2(P_T) \) pseudometric, where \( P_T \) denotes the empirical distribution of \{\{W_t; t \leq T\}. This pseudometric is random and depends on \( T \), but is conveniently dominated by the largest \( L^2(Q) \) pseudometric over all distributions \( Q \) with finite support. This explains the appearance of the latter in the definition of Pollard's entropy condition. To see why Pollard's entropy condition takes the precise form given above, one has to inspect the details of the chaining argument. The interested reader can do so, see Pollard (1990, Section 3).

2. When Assumptions A–C hold, \( \mathcal{F} \) is totally bounded under the pseudometric \( \rho \) provided \( \rho \) is equivalent to the pseudometric \( \rho^* \) defined by \( \rho^*(\tau_1, \tau_2) = \lim_{N \to \infty} \left( \frac{1}{N} \sum_{n=1}^N \left[ E\left( m(W_n, \tau_1) - m(W_n, \tau_2) \right)^2 \right]^{1/2} \right. \). By equivalent, we mean that \( \rho^*(\tau_1, \tau_2) \geq C \rho(\tau_1, \tau_2) \forall \tau_1, \tau_2 \in \mathcal{F} \) for some \( C > 0 \). (\( \rho^*(\tau_1, \tau_2) \leq \rho(\tau_1, \tau_2) \) holds automatically.) Of course, \( \rho \) equals \( \rho^* \) if the rv's \( W_t \) are identically distributed. The proof of total boundedness is analogous to that given in the proof of Theorem 10.7 in Pollard (1990).

Combinatorial arguments have been used to establish that certain classes of functions, often referred to as Vapnik–Cervonenkis (VC) classes of one sort or another, satisfy Pollard's entropy condition, see Pollard (1984, Chapter 2; 1990, Section 4) and Dudley (1987). Here we consider the most important of these VC classes for applications (type I classes below) and we show that several other classes of functions satisfy Pollard's entropy condition. These include Lipschitz functions...
indexed by finite dimensional parameters (type II classes) and infinite dimensional classes of smooth functions (type III classes). The latter are important for applications to semiparametric and nonparametric problems because they cover realizations of nonparametric estimators (under suitable assumptions).

Having established that Pollard's entropy condition holds for several useful classes of functions, we proceed below to show that functions from these classes can be "mixed and matched", e.g. by addition, multiplication and division, to obtain new classes that satisfy Pollard’s entropy condition. In consequence, one can routinely build up fairly complicated classes of functions that satisfy Pollard’s entropy condition. In particular, one can build up classes of functions that are suitable for use in the examples above.

The first class of functions we consider are applicable in the non-differentiable $M$-estimator Examples 1 and 2 (see Section 3.2 above).

**Definition**

A class $\mathcal{F}$ of real functions on $\mathcal{H}$ is called a type I class if it is of the form (a) $\mathcal{F} = \{ f : f(w) = w^T \xi \ \forall \ w \in \mathcal{H} \}$ for some $\xi \in \mathcal{V} \subset R^k$; or (b) $\mathcal{F} = \{ f : f(w) = h(w^T \xi) \ \forall \ w \in \mathcal{H} \}$ for some $\xi \in \mathcal{V} \subset R^k$, $h \in \mathcal{V}_K$, where $\mathcal{V}_K$ is some set of functions from $R$ to $R$ each with total variation less than or equal to $K < \infty$.

Common choices for $h$ in (b) include the indicator function, the sign function, and Huber $\psi$-functions, among others.

For the more knowledgeable reader (concerning empirical processes), we note that it is sometimes useful to extend the definition of type I classes of functions to include various classes of functions called VC classes. By definition, such classes include (i) classes of indicator functions of VC sets, (ii) VC major classes of uniformly bounded functions, (iii) VC hull classes, (iv) VC subgraph classes, and (v) VC subgraph hull classes, where each of these classes is as defined in Dudley (1987) (but without the restriction that $f \geq 0 \ \forall f \in \mathcal{F}$). For brevity and simplicity, we do not discuss all of these classes here.

The second class of functions we consider contains functions that are indexed by a finite dimensional parameter and are Lipschitz with respect to that parameter.

**Definition**

A class $\mathcal{F}$ of real functions on $\mathcal{H}$ is called a type II class if each function $f$ in $\mathcal{F}$ satisfies: $f(\cdot) = f(\cdot; \tau)$ for some $\tau \in \mathcal{F}$, where $\mathcal{F}$ is some bounded subset of Euclidean space and $f(\cdot; \tau)$ is Lipschitz in $\tau$, i.e.,

$$|f(\cdot; \tau_1) - f(\cdot; \tau_2)| \leq B(\cdot) \| \tau_1 - \tau_2 \| \quad \forall \tau_1, \tau_2 \in \mathcal{F}$$  \hspace{1cm} (4.3)

for some function $B(\cdot) : \mathcal{H} \rightarrow R$. 
The third class of functions we consider is an infinite dimensional class of functions that is useful for semiparametric and nonparametric applications such as Examples 5 and 6. This class is more complicated to define than type I and II classes. The reader may wish to skip this section on first reading and move ahead to Theorem 2.

The third class of functions contains functions that depend on \( w = (w'_a, w'_b)' \) only through a subvector \( w_a' \) that has dimension \( k_a \leq k \). The functions are smooth on a restricted subset of \( \mathcal{W} \) and are equal to a constant elsewhere. Define \( \mathcal{W}_a = \{ w_a \in R^{k_a} : \exists w_b \text{ s.t.} (w'_a, w'_b)' \in \mathcal{W}' \} \). For \( w, h \in R^k \), we write \( w = (w'_a, w'_b)' \) and \( h = (h'_a, h'_b)' \).

**Definition**

A class \( \mathcal{F} \) of real functions on \( \mathcal{W} \) is called a **type III class** if

(i) each \( f \) in \( \mathcal{F} \) depends on \( w \) only through a subvector \( w_a \) of dimension \( k_a \leq k \),

(ii) for some real number \( q > k_a/2 \), some constant \( C < \infty \), and some set \( \mathcal{W}_a^* \), which is a subset of \( \mathcal{W}_a \) and is a connected compact subset of \( R^{k_a} \), each \( f \in \mathcal{F} \) satisfies the smoothness condition: \( \forall \ w \in \mathcal{W} \) and \( w + h \in \mathcal{W} \),

\[
f(w + h) = \sum_{v=0}^{[q]} \frac{1}{v!} B_v(h_a, w_a) + R(h_a, w_a) \quad \text{and} \quad R(h_a, w_a) \leq C \| h_a \|^q,
\]

where \( B_v(h_a, w_a) \) is homogeneous of degree \( v \) in \( h_a \) and \( (q, C, \mathcal{W}_a^*) \) do not depend on \( f, w, \) or \( h \),

(iii) for some constant \( K \) and all \( f \in \mathcal{F} \), \( f(w) = K \forall w \in \mathcal{W} \) such that \( w_a \in \mathcal{W}_a - \mathcal{W}_a^* \).

Typically, the expansion of \( f(w + h) \) in (4.4) is a Taylor expansion of order \([q]\) and the function \( B_v(h_a, w_a) \) is the \( v \)th differential of \( f \) at \( w \), i.e.

\[
B_v(h_a, w_a) = \sum_{v_1 + \cdots + v_k = v} \frac{\partial^v f(w)}{v_1! \cdots v_k!} \frac{\partial^{v_1} w_1}{\partial w_1^{v_1}} \cdots \frac{\partial^{v_k} w_k}{\partial w_k^{v_k}} h_1^{v_1} \cdots h_k^{v_k},
\]

where \( \sum_v \) denotes the sum over all ordered \( k_a \)-tuples \((v_1, \ldots, v_k)\) of nonnegative integers such that \( v_1 + \cdots + v_k = v, w_a = (w_{a_1}, \ldots, w_{a_k})' \) and \( h = (h_{a_1}, \ldots, h_{a_k})' \).

Sufficient conditions for condition (ii) above are: (a) for some real number \( q > k_a/2 \), \( f \in \mathcal{F} \) has partial derivatives of order \([q]\) on \( \mathcal{W}_a^* = \{ w_a \in \mathcal{W}_a : w_{a_i} \in \mathcal{W}_a^* \} \); (b) the \([q]\)th order partial derivatives of \( f \) satisfy a Lipschitz condition with exponent \( q - [q] \) and some Lipschitz constant \( C^* \) that does not depend on \( f \forall f \in \mathcal{F} \); and (c) \( \mathcal{W}_a^* \) is a convex compact set.

The envelope of a type III class \( \mathcal{F} \) can be taken to be a constant function, since the functions in \( \mathcal{F} \) are uniformly bounded in absolute value over \( w \in \mathcal{W} \) and \( f \in \mathcal{F} \).

Type III classes can be extended to allow \( \mathcal{W}_a \) to be a finite union of connected compact subsets of \( R^{k_a} \). In this case, (4.4) only needs to hold \( \forall w \in \mathcal{W} \) and \( w + h \in \mathcal{W} \) such that \( w_a \) and \( w_a + h_a \) are in the same connected set in \( \mathcal{W}_a^* \).
In applications, type III classes of functions typically are classes of realizations of nonparametric function estimates. Since these realizations usually depend on only a subvector $W^{at}$ of $W = (W^{at}, W^{hy})$, it is advantageous to define type III classes to contain functions that may depend on only part of $W$. By "mixing and matching" functions of type III with functions of types I and II (see below), classes of functions are obtained that depend on all of $w$.

In applications where the subvector $W^{at}$ of $W$ is a bounded rv, one may have $W^{at} = W_{a}$. In applications where $W^{at}$ is an unbounded rv, $W^{at}$ must be a proper subset of $W^{a}$ for $\mathcal{F}$ to be a type III class. A common case where the latter arises in the examples of Andrews (1994a) is when $W^{at}$ is an unbounded rv, all the observations are used to estimate a nonparametric function $\tau_{0}(w_{a})$ for $w_{a} \in W^{at}$, and the semiparametric estimator only uses observations $W_{i}$ such that $W^{at}_{i}$ is in a bounded set $W^{at}_{*}$. In this case, one sets the nonparametric estimator of $\tau_{0}(w_{a})$ equal to zero outside $W^{at}_{*}$ and the realizations of this trimmed estimator forms a type III class if they satisfy the smoothness condition (ii) for $w_{a} \in W^{at}_{*}$.

**Theorem 2**

If $\mathcal{F}$ is a class of functions of type I, II, or III, then Pollard's entropy condition (4.2) (i.e. Assumption A) holds with envelope $F(\cdot)$ given by $1 \vee \sup_{s \in \mathcal{S}}|f(\cdot)|$, $1 \vee \sup_{s \in \mathcal{S}}|f(\cdot)| \vee B(\cdot)$, or $1 \vee \sup_{s \in \mathcal{S}}|f(\cdot)|$, respectively, where $\vee$ is the maximum operator.

**Comment**

For type I classes, the result of Theorem 2 follows from results in the literature such as Pollard (1984, Chapter II) and Dudley (1987) (see the Appendix for details). For type II classes, Theorem 2 is established directly. It is similar to Lemma 2.13 of Pakhs and Pollard (1989). For type III classes, Theorem 2 is established using uniform metric entropy results of Kolmogorov and Tihomirov (1961).

We now show how one can "mix and match" functions of types I, II, and III to obtain a wide variety of classes that satisfy Pollard's entropy condition (Assumption A). Let $\mathcal{G}$ and $\mathcal{G}^{*}$ be classes of $r \times s$ matrix-valued functions defined on $\mathcal{W}$ with scalar envelopes $G$ and $G^{*}$, respectively (i.e. $G: \mathcal{W} \rightarrow \mathbb{R}$ and $|g_{ij}(\cdot)| \leq G(\cdot) \forall i = 1, \ldots, r, \forall j = 1, \ldots, s, \forall g \in \mathcal{G}$). Let $g$ and $g^{*}$ denote generic elements of $\mathcal{G}$ and $\mathcal{G}^{*}$. Let $H$ be defined as $\mathcal{G}$ is, but with $s \times u$-valued functions. Let $h$ denote a generic element of $H$. We say that a class of matrix-valued functions $\mathcal{G}, \mathcal{G}^{*},$ or $\mathcal{H}$ satisfies Pollard's entropy condition or is of type I, II, or III if that is the case by element by element for each of the $rs$ or $su$ elements of its functions.

Let $\mathcal{G} \oplus \mathcal{G}^{*} = \{g + g^{*} \mid \forall g \in \mathcal{G}, \forall g^{*} \in \mathcal{G}^{*} \}$, $\mathcal{G} \vee \mathcal{G}^{*} = \{g \vee g^{*} \mid \forall g \in \mathcal{G} \}$, $\mathcal{G} \wedge \mathcal{G}^{*} = \{g \wedge g^{*} \mid \forall g \in \mathcal{G} \}$, and $|\mathcal{G}| = |\{g\}|$, where $\vee$, $\wedge$, and $|\cdot|$ denote the element by element maximum, minimum, and absolute value operators respectively. If $r = s$ and $g(w)$ is non-singular $\forall w \in \mathcal{W}$ and $\forall g \in \mathcal{G}$, let $\mathcal{G}^{-1} = \{g^{-1}\}$. Let $\lambda_{\min}(\cdot)$ denote the smallest eigenvalue of the matrix.
Theorem 3

If $\mathcal{G}, \mathcal{G}^*$, and $\mathcal{H}$ satisfy Pollard's entropy condition with envelopes $G, G^*$, and $H$, respectively, then so do each of the following classes (with envelopes given in parentheses): $\mathcal{G} \cup \mathcal{G}^* (G \lor G^*), \mathcal{G} \ominus \mathcal{G}^* (G + G^*), \mathcal{G} \mathcal{H} ((G \lor 1)(H \lor 1)), \mathcal{G} \lor \mathcal{G}^* (G \lor G^*), \mathcal{G} \land \mathcal{G}^* (G \lor G^*), \text{and } |\mathcal{G}| (G)$. If in addition $r = s$ and $\mathcal{G}^{-1}$ has a finite envelope $\tilde{G}$, and $\mathcal{G}^{-1}$ also satisfies Pollard's entropy condition (with envelope $(G \lor 1)^2 \tilde{G}^2$).

Comments

(1) The stability properties of Pollard's entropy condition given in Theorem 3 are quite similar to stability properties of packing numbers considered in Pollard (1990).

(2) If $r = s$ and $\inf_{w \in \mathcal{G}} \inf_{w \in \mathcal{G}^*} \lambda_{\text{min}}(g(w)) > 0$, then $\mathcal{G}^{-1}$ has an envelope that is uniformly bounded by a finite constant.

4.2. Examples

We now show how Theorems 1–3 can be applied in the examples of Section 3 to obtain stochastic equicontinuity of $v_\tau(\cdot)$.

Example 1 (continued)

By Theorems 1–3, the following conditions are sufficient for stochastic equicontinuity of $v_\tau(\cdot)$ in this example.

(i) $\{(Y_t, X_t; t \geq 1\}$ is an $m$-dependent sequence of rv's.

(ii) $\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} E \|X_t\|^{2+\delta} < \infty$ for some $\delta > 0$.

(iii) $\{\psi_2(\cdot, \tau); \tau \in \mathcal{F}\}$ satisfies Pollard's entropy condition with envelope $\sup_{w \in \mathcal{F}} |\psi_2(w, \tau)|$ and $\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} E \left(\|X_t\|^{2+\delta} + 1 \sup_{w \in \mathcal{F}} |\psi_2(W, \tau)|^{2+\delta}\right) < \infty$ for some $\delta > 0$.

(iv) $\psi_1(\cdot)$ is a function of bounded variation.

Sufficiency of conditions (i)–(iv) for stochastic equicontinuity of $v_\tau(\cdot)$ is established as follows. The sets $\{g; g(w) = \psi_1(y - x' \tau) \text{ for some } \tau \in \mathcal{F}\}$ and $\{h; h(w) = x\}$ are type I classes with envelopes $C_1$ and $\|x\|$, respectively, for some constant $C_1 < \infty$, and hence satisfy Pollard's entropy condition by Theorem 2. This result, condition (iii), and the $\mathcal{G} \mathcal{H}$ result of Theorem 3 show that $\mathcal{G}$ satisfies Pollard's entropy condition with envelope $(\|x\| \lor 1)(\sup_{w \in \mathcal{F}} |\psi_2(w, \tau)| \lor 1)$. Stochastic equicontinuity now follows from Theorem 1, since Assumption B is implied by conditions (ii) and (iii).
For the particular $M$-estimators considered in Example 1 above, condition (iv) is always satisfied and condition (ii) is automatically satisfied given (ii) whenever $\psi_2 = 1$ or $\psi_2(w, \tau) = 1(x\tau > 0)$. When $\psi_2(w, \tau) = v - x\tau, \psi_2(w, \tau) = 1(x\tau > 0)[(y - x\tau) \wedge x\tau]$, or $\psi_2(w, \tau) = 1(y < 2x\tau)(y - x\tau)$, condition (iii) is satisfied provided $\mathcal{F}$ is bounded and

$$\lim_{\tau \to -\infty} \frac{1}{T} \sum_{i=1}^{T} \left[ E|U_i|_{\delta}^{2+\delta} + E\|X_i\|_{\delta}^{4+\delta} + E\|U_iX_i\|_{\delta}^{2+\delta} \right] < \infty \quad \text{for some} \quad \delta > 0.$$ 

This follows from Theorem 3, since $\{1(x\tau > 0) \wedge \tau \in \mathcal{F}\}$, $\{y - x\tau : \tau \in \mathcal{F}\}$, and $\{y - x\tau : \tau \in \mathcal{F}\}$ are type I classes with envelopes $1, |u| + \|x\| \sup_{\tau \in \mathcal{F}} \|\tau - \tau_0\|$, $\|x\| \sup_{\tau \in \mathcal{F}} \|\tau\|$, and $1$, respectively, where $u = y - x\tau_0$.

**Example 2 (continued)**

In the method of simulated moments example, the following conditions are sufficient for stochastic equicontinuity of $v_{\tau}(\cdot)$.

(i) $\{(D_i, Z_i, Y_{i1}, \ldots, Y_{iv}) : i \geq 1\}$ is an $m$-dependent sequence of rv's.

(ii) $\{g(\cdot, \tau) : \tau \in \mathcal{F}\}$ is a type II class of functions with Lipschitz function $B(\cdot)$ that satisfies

$$\lim_{\tau \to -\infty} \frac{1}{T} \sum_{i=1}^{T} \left( E|Z_i\|^{2+\delta} + E\sup_{\tau \in \mathcal{F}} \|g(Z_i, \tau)\|^{2+\delta} \right) < \infty \quad \text{for some} \quad \delta > 0.$$ 

(4.6)

Note that condition (ii) holds if $g(w, \tau)$ is differentiable in $\tau$ for all $w \in \mathcal{W}, \forall \tau \in \mathcal{F}$, $\mathcal{F}$ is open, and

$$\lim_{\tau \to -\infty} \frac{1}{T} \sum_{i=1}^{T} \left( E\sup_{\tau \in \mathcal{F}} \|\frac{\partial}{\partial \tau} g(Z_i, \tau)\|^{2+\delta} + E\sup_{\tau \in \mathcal{F}} \|g(Z_i, \tau)\|^{2+\delta} \right) < \infty \quad \text{for some} \quad \delta > 0.$$ 

Sufficiency is established as follows. Classes of functions of the form $\{1(z_i - z_j) \wedge A(\cdot y_j) : \tau \in \mathcal{F} \subset \mathbb{R}^p\}$ are type I classes with envelopes equal to 1 (by including products $z_iy_j$ and $z_jy_j$ as additional elements of $w$) and hence satisfy Pollard's entropy condition by Theorem 2. $\{g(\cdot, \tau) : \tau \in \mathcal{F}\}$ also satisfies Pollard's entropy condition with envelope $1 \vee \sup_{\tau \in \mathcal{F}} \|g(\cdot, \tau)\| \vee B(\cdot)$ by condition (ii) and Theorem 2. The $\mathcal{H}$ result of Theorem 3 now implies that $\mathcal{F}$ satisfies Pollard's entropy condition with envelope $1 \vee \sup_{\tau \in \mathcal{F}} \|g(\cdot, \tau)\| \vee B(\cdot)$. Stochastic equicontinuity now follows by Theorem 1.

**Example 5 (continued)**

By applying Theorems 1-3, we find the following conditions are sufficient for stochastic equicontinuity of $v_{\tau}(\cdot)$ in the WLS/PLR example. With some abuse of
notation, let \( \tau_j(w) \) denote a function on \( \mathcal{W} \) that depends on \( w \) only through the \( k \)-subvector \( z \) and equals \( \tau_j(z) \) above for \( j = 1, 2, 3 \). The sufficient conditions are:

\begin{enumerate}
\item \( \{(Y_t, X_t, Z_t) : t \geq 1\} \) is an \( m \)-dependent identically distributed sequence of \( \text{rv}s \).
\item \( E \| Y_t - X_t \theta_0 \|^{2+\delta} + E \| X_t \|^{2+\delta} + E \| (Y_t - X_t \theta_0)X_t \|^{2+\delta} < \infty \) for some \( \delta > 0 \).
\item \( \mathcal{F} = \{ \tau : \tau = (\tau_1, \tau_2, \tau_3), \tau_j \in \mathcal{F}_j \} \) for \( j = 1, 2, 3 \). \( \mathcal{F}_j \) is a type III class of \( R^p \)-valued functions on \( \mathcal{W} \subset R^k \) that depend on \( w = (y, x', z') \) only through the \( k \)-subvector \( z \) for \( j = 1, 2, 3 \), where \( p_1 = 1 \), \( p_2 = p \) and \( p_3 = 1 \), and
\[
\mathcal{F}_3 = \left\{ \tau_3 : \inf_{w \in \mathcal{W}} |\tau_3(w)| \geq \varepsilon \right\}
\] for some \( \varepsilon > 0 \).
\end{enumerate}

The set \( \mathcal{W} \) in the definition of the type III class \( \mathcal{F}_j \) equals \( \mathcal{W} \) in this example for \( j = 1, 2, 3 \). Since \( \mathcal{W} \) is bounded by condition (iii), conditions (i)–(iii) can be satisfied without trimming only if the \( \text{rv}s \) \( \{Z_t, t \geq 1\} \) are bounded.

Sufficiency of conditions (i)–(iii) for stochastic equicontinuity is established as follows. Let \( h_1(w) = y - x' \theta_0 \) and \( h_2(w) = x \). By Theorem 2, \( \{\xi_1, \{h_1\}, \{h_2\}, \mathcal{F}_j \} \) satisfy Pollard's entropy condition with envelopes \( 1, |h_1|, |h_2| \) and \( C_j \), respectively, for some constant \( C_j \in [1, \infty) \), for \( j = 1, 2, 3 \). By the \( \mathcal{G}^{-1} \) result of Theorem 3, so does \( \{1/\tau_3 : \tau_3 \in \mathcal{F}_3\} \) with envelope \( C_3^{-1/\alpha} \). By the \( \mathcal{G}^{-1} \) and \( \mathcal{G} \oplus \mathcal{G}^{*} \) results of Theorem 3 applied several times, \( \mathcal{A} \) satisfies Pollard's entropy condition with envelope \( (|h_1| \lor 1)C_4 + (|h_2| \lor 1)C_5 + (|h_1| \lor 1)(|h_2| \lor 1)C_6 \) for some finite constants \( C_4, C_5, \) and \( C_6 \). Hence, Theorem 1 yields the stochastic equicontinuity of \( \tau_j(\cdot) \), since (ii) suffices for Assumption \( B \).

Next, we consider the conditions \( P(\xi \in \mathcal{F}) \rightarrow 1 \) and \( \xi \overset{\mathcal{D}}{\rightarrow} \tau_0 \) of (3.36). Suppose
\begin{enumerate}
\item \( \hat{\xi}_j(z) \) is a nonparametric estimator of \( \tau_{j0}(z) \) that is trimmed outside \( \mathcal{W}^{*} \) to equal zero for \( j = 1, 2 \) and one for \( j = 3 \),
\item \( \mathcal{W}^{*} \) is a finite union of convex compact subsets of \( R^k \),
\item \( \hat{\xi}_j(z) \) and its partial derivatives of order \( \leq [q] + 1 \) are uniformly consistent over \( z \in \mathcal{W}^{*} \) for \( \tau_{j0}(z) \) and its corresponding partial derivatives, for \( j = 1, 2, 3 \), for some \( q > k_0/2 \), and
\item the partial derivatives of order \( [q] + 1 \) of \( \tau_{j0}(z) \) are uniformly bounded over \( z \in \mathcal{W}^{*} \) and \( \inf_{z \in \mathcal{W}^{*}} \hat{\tau}_{j0}(z) > 0 \).
\end{enumerate}

Then, the realizations of \( \hat{\tau}_j(z) \), viewed as functions of \( w \), lie in a type III class of functions with probability \( \rightarrow 1 \) for \( j = 1, 2, 3 \) and \( \xi \overset{\mathcal{D}}{\rightarrow} \tau_0 \) uniformly outside \( \mathcal{A} \) (where \( \tau_{j0}(z) \) is defined for \( z \in \mathcal{W} - \mathcal{W}^{*} \) to equal zero for \( j = 1, 2 \) and one for \( j = 3 \)). Hence, the above conditions plus (i) and (ii) of (4.7) imply that conditions (i)–(iii) of (3.36) hold. If \( \hat{\tau}_j(z) \) is a kernel regression estimator for \( j = 1, 2, 3 \), then sufficient conditions for the above uniform consistency properties are given in Andrews (1994b).
5. Stochastic equicontinuity via bracketing

This section provides an alternative set of sufficient conditions for stochastic equicontinuity to those considered in Section 4. We utilize a bracketing result of Ossiander (1987) for iid rv’s altered to encompass \(m\)-dependent rather than independent rv’s and extended as in Pollard (1989) to allow for non-identically distributed rv’s. This result depends on a condition, that we refer to as Ossiander’s entropy condition, that is based on how well the functions in \(\mathcal{A}\) can be approximated by a finite number of functions that “bracket” each of the functions in \(\mathcal{A}\). The bracketing error is measured by the largest \(L^2(P_t)\) distance over all distributions \(P_t\) of \(W_t\) for \(t \leq T, T \geq 1\). The main purpose of this section is to give primitive conditions under which Ossiander’s entropy condition holds.

The results given here are particularly useful in three contexts. The first context is when \(\tau\) is finite dimensional and \(m(W_t, \tau)\) is a non-smooth function of some nonlinear function of \(\tau\) and \(W_t\). For example, the \(m(W_t, \tau)\) function for the LAD estimator of a nonlinear regression model is of this form. In this case, it is difficult to verify Pollard’s entropy condition, so Theorems 1–3 are difficult to apply. The second context concerns semiparametric and nonparametric applications in which the parameter \(\tau\) is infinite dimensional and is a bounded smooth function with an unbounded domain. Realizations of smooth nonparametric estimators are sometimes of this form. Theorem 2 above does not apply in this case. The third context concerns semiparametric and nonparametric applications in which \(\tau\) is infinite dimensional, is a bounded smooth function on one set out of a countable collection of sets and is constant outside this set. For example, realizations of trimmed nonparametric estimators with variable trimming sets are sometimes of this form.

The pseudometric \(\rho\) on \(\mathcal{F}\) that is used in this section is defined by

\[
\rho(\tau_1, \tau_2) = \sup_{i \leq N, \tau_3 \geq 1} (E(m(W_i, \tau_1) - m(W_i, \tau_2))^2)^{1/2}.
\] (5.1)

We adopt the following notational convention: For any real function \(f\) on \(\mathcal{W}\), \(E(|f(W)|^p)^{1/p} = \sup_{w \in \mathcal{W}} |f(w)|\) if \(p = \infty\).

An entropy condition analogous to Pollard’s is defined using the following bracketing cover numbers.

**Definition**

For any \(\varepsilon > 0\) and \(p \in [2, \infty]\), the \(L^p\) bracketing cover number \(N^p_r(e, P, \mathcal{F})\) is the smallest value of \(n\) for which there exist real functions \(a_1, \ldots, a_n\) and \(b_1, \ldots, b_n\) on \(\mathcal{W}\) such that for each \(f \in \mathcal{F}\) one has \(|f - a_j| \leq b_j\) for some \(j \leq n\) and \(\max_{j \leq n} \sup_{t \leq T, T \geq 1} (E|b_j(W)|^{1/p})^{1/p} \leq \varepsilon\), where \(\{W_t: t \leq T, T \geq 1\}\) has distribution determined by \(P\).

The log of \(N^p_r(e, P, \mathcal{F})\) is referred to as the \(L^p\) bracketing \(e\)-entropy of \(\mathcal{F}\). The following entropy condition was introduced by Ossiander (1987) (for the case \(p = 2\)).


Definition

A class $\mathcal{F}$ of real functions on $\mathcal{H}$ satisfies Ossiander's $L^p$ entropy condition for some $p \in [2, \infty]$ if

$$
\int_0^1 (\log N^p_0(\varepsilon, \mathcal{F}))^{1/2} \, d\varepsilon < \infty.
$$

(5.2)

As with Pollard's entropy condition, Ossiander's entropy condition restricts the complexity/size of $\mathcal{F}$ by restricting the rate of increase of the cover numbers as $\varepsilon \downarrow 0$.

Often our interest in Ossiander's $L^p$ entropy condition is limited to the case where $p = 2$, as in Ossiander (1987) and Pollard (1989). To show that Ossiander's $L^p$ entropy condition holds for $p = 2$ for a class of products of functions $\mathcal{G} \mathcal{H}$, however, we need to consider the case $p > 2$. The latter situation arises quite frequently in applications of interest.

Assumption D

$\mathcal{H}$ satisfies Ossiander's $L^p$ entropy condition with $p = 2$ and has envelope $\tilde{M}$.

Theorem 4

Under Assumptions B–D (with $\tilde{M}$ in Assumption B given by Assumption D rather than Assumption A), $\{V_T(\cdot) : T \geq 1\}$ is stochastically equicontinuous with $\rho$ given by (5.1) and $\mathcal{F}$ is totally bounded under $\rho$.

Comments

1. The proof of this theorem follows easily from Theorem 2 of Pollard (1989) (as shown in the Appendix). Pollard's result is based on methods introduced by Ossiander (1987). Ossiander's result, in turn, is an extension of work by Dudley (1978).

2. As in Section 4, one establishes stochastic equicontinuity here via maximal inequalities. With the bracketing approach, however, one applies a chaining argument directly to the empirical measure rather than to a symmetrized version of it. The chaining argument relies on the Bernstein inequality for the tail probabilities of a sum of mean zero, independent rv's. The upper bound in Bernstein's inequality is small when the $L^2(P_t)$ norms of the underlying rv's are small, where $P_t$ denotes the distribution of the $t$th underlying rv. The bound ultimately is applied with the underlying rv's given by the centered difference between an arbitrary function in $\mathcal{H}$ and one of the functions from a finite set of approximating functions, each evaluated at $W_t$. In consequence, these functions need to be close in an $L^2(P_t)$ sense for all $t \leq T$ for the bound to be effective, where $P_t$ denotes the distribution of $W_t$. This explains the appearance of the supremum $L^2(P_t)$ norm as the measure of approximation error in Ossiander's $L^2$ entropy condition.
We now provide primitive conditions under which Ossiander's entropy condition is satisfied. The method is analogous to that used for Pollard's entropy condition. First, we show that several useful classes of functions satisfy the condition. Then, we show how functions from these classes can be mixed and matched to obtain more general classes that satisfy the condition.

**Definition**

A class \( \mathcal{F} \) of real functions on \( \mathcal{Y} \) is called a type IV class under \( P \) with index \( p \in [2, \infty] \) if each function \( f \in \mathcal{F} \) satisfies \( f(\cdot) = f(\cdot, \tau) \) for some \( \tau \in \mathcal{F} \), where \( \mathcal{F} \) is some bounded subset of Euclidean space, and

\[
\sup_{\tau \in \mathcal{F}} \left( \mathbb{E} \sup_{t: |t - \tau| < \delta} |f(W_t, \tau^*) - f(W_t, \tau)|^p \right)^{1/p} \leq C \delta^\psi
\]  

(5.3)

\( \forall \tau \in \mathcal{F} \) and \( \forall \delta > 0 \) in a neighborhood of 0, for some finite positive constants \( C \) and \( \psi \), where \( \{W_t: t \leq T, T \geq 1\} \) has distribution determined by \( P^4 \).

Condition (5.3) is an \( L^p \) continuity condition that weakens the Lipschitz condition (4.3) of type II classes (provided \( \sup_{t \leq \tau \leq T} (EB(W_t))^{1/p} < \infty \)). The \( L^p \) continuity condition allows for discontinuous functions such as sign and indicator functions. For example, for the LAD estimator of a nonlinear regression model one takes 
\( f(W_t, \tau) = \text{sgn}(Y_t - g(X_t, \tau) - \check{\tau}_j g(X_t, \tau)) \) for different elements \( \tau_j \) of \( \tau \). Under appropriate conditions on \( (Y_t, X_t) \) and on the regression function \( g(\cdot, \cdot) \), the resultant class of functions can be shown to be of type IV under \( P \) with index \( p \).

**Example 3 (continued)**

In this test of variable relevance example, \( \mathcal{M} \) is a type IV class with \( p = 2 \) under the following condition:

\[
\sup_{\tau \in \mathcal{F}} \mathbb{E} U_t^2 \sup_{|t - \tau| < \delta} |h(Z_t, \tau^*) - h(Z_t, \tau)|^2 \leq C \delta^\psi
\]  

(5.4)

for all \( \tau \in \mathcal{F} \), for all \( \delta > 0 \), and for some finite positive constants \( C \) and \( \psi \). Condition (5.4) is easy to verify if \( h(Z_t, \tau) \) is differentiable in \( \tau \). By a mean value expansion, (5.4) holds if
\[
\sup_{t \leq 1} E \|U_t \|_{\mathbb{E} \mathcal{F}} \|h(\varepsilon_t, \tau)\|_{\mathbb{V}} \|\check{\tau}\| < \infty \text{ and } \mathcal{F} \text{ is bounded.}
\]

On the other hand, condition (5.4) can be verified even if \( h(Z_t, \tau) \) is discontinuous in \( \tau \). For example, suppose \( h(Z_t, \tau) = 1 (h^*(Z_t, \tau) \leq 0) \) for some real differentiable function \( h^*(Z_t, \tau) \). In this case, it can be shown that condition (5.4) holds if
\[
\sup_{t \leq 1} E |U_t|^{2+\delta} < \infty \text{ for some } \delta > 0, \sup_{t \leq 1} \sup_{\mathcal{F}} \|\check{\tau} h^*(Z_t, \tau)\| \leq C_1 < \infty \text{ a.s. for some constant } C_1, \text{ and } h^*(Z_t, \tau) \text{ has a (Lebesgue) density that is bounded above uniformly over } \tau \in \mathcal{F}.
\]

If need be, the bound in (5.3) can be replaced by \( C |\log \delta|^{-1} \delta \) for arbitrary constants \( C \in (1, \infty) \) and \( \delta \) \( \geq 1 \) and Theorem 5 still goes through.
Example 4 (continued)

\( \mathcal{M} \) is a type IV class with \( p = 2 \) in this cross-sectional constancy example under the same conditions as in Example 3 with \( U \), of Example 3 replaced by \( U \cdot \left[ g(X, \xi, \delta) \right] \cdot \tilde{\delta} \), and with \( h(Z, \tau) \) taken to be of the non-differentiable form \( 1(h^*(Z, \tau) \leq 0) \) discussed above.

Note that the conditions placed on a type IV class of functions are weaker in several respects than those placed on the functions in Huber's (1967, Lemma 3, p.277) stochastic equicontinuity result. (Huber's conditions N–2, N 3(i), and N–3(ii) are not used here, nor is his independence assumption on \( \{ W_i \} \).) Huber's result has been used extensively in the literature on \( M \)-estimators.

Next we consider an analogue of type III classes that allows for uniformly bounded functions that are smooth on an unbounded domain. (Recall that the functions of type III are smooth only on a bounded domain and equal a constant elsewhere.) The class considered here can be applied to the WLS/PLR Example 5 or the GMM/CMR Example 6. Define \( \mathcal{W}'_a \) as in Section 4 and let \( w = (w^a, w^b)' \), \( h = (h^a, h^b) \), and \( W_t = (W^a_t, W^b_t) \).

Definition

A class \( \mathcal{F} \) of real functions on \( \mathcal{W} \) is called a type V class under \( P \) with index \( p \in [2, \infty] \), if

(i) each \( f \) in \( \mathcal{F} \) depends on \( w \) only through a subvector \( w_a \) of dimension \( k_a \leq k \),

(ii) \( \mathcal{W}'_a \) is such that \( \mathcal{W}'_a \cap \{ w \in R^{kn}: \| w_a \| \leq r \} \) is a connected compact set \( \forall r > 0 \),

(iii) for some real number \( q > k_a/2 \) and some finite constants \( C_0, \ldots, C_q; C_a \), each \( f \in \mathcal{F} \) satisfies the smoothness condition \( \forall w \in \mathcal{W}', w + h \in \mathcal{W}'_a \),

\[
    f(w + h) = \sum_{i=0}^{[q]} \frac{1}{i!} B_i(h_a, w_a) + R(h_a, w_a),
\]

\[
    R(h_a, w_a) \leq C_q \| h_a \|^q, \quad \text{and} \quad |B_i(h_a, w_a)| \leq C_i \| h_a \|^{i} \quad \text{for} \quad v = 0, \ldots, [q], \quad (5.5)
\]

where \( B_i(h_a, w_a) \) is homogeneous of degree \( v \) in \( h_a \) and \( (q, C_0, \ldots, C_q) \) do not depend on \( f, w, \) or \( h \).

(iv) \( \sup_{|r| < T, T > 1} E \| W_a \|^q < \infty \) for some \( \zeta > pqk_a/(2q - k_a) \) under \( P \).

In condition (iv) above, the condition \( \zeta > \infty \), which arises when \( p = \infty \), is taken to hold if \( \zeta = \infty \). Condition (ii) above holds, for example, if \( \mathcal{W}_a' = R^{kn} \).

As with type III classes, the expansion of \( f(w + h) \) in (5.5) is typically a Taylor expansion and \( B_i(h_a, w_a) \) is usually the \( v \)th differential of \( f \) at \( w \). In this case, the third condition of (5.5) holds if the partial derivatives of \( f \) of order \( \leq [q] \) are uniformly bounded.

Sufficient conditions for condition (iii) above are: (a) for some real number \( q > k_a/2 \), each \( f \in \mathcal{F} \) has partial derivatives of order \( [q] \) on \( \mathcal{W}'_a \) that are bounded uniformly over \( w \in \mathcal{W}' \) and \( f \in \mathcal{F} \), (b) the \([q]\)th order partial derivatives of \( f \) satisfy
a Lipschitz condition with exponent $q - [q]$ and some Lipschitz constant $C_q$ that does not depend on $f$, and (c) \( w \) is a convex set.

The envelope of a type V class \( \mathcal{F} \) can be taken to be a constant function, since the functions in \( \mathcal{F} \) are uniformly bounded over \( w \in \mathcal{W} \) and \( f \in \mathcal{F} \).

Type V classes can be extended to allow \( \mathcal{W} \) to be such that \( \mathcal{W} \cap \{ w \in \mathbb{R}^k : \| w \| \leq r \} \) is a finite union of connected sets \( \forall \ r > 0 \). In this case, (5.5) only needs to hold \( \forall w \in \mathcal{W} \) and \( w + h \in \mathcal{W} \) such that \( w \) and \( h \) are in the same connected set in \( \mathcal{W} \cap \{ w \in \mathbb{R}^k : \| w \| \leq r \} \) for some \( r > 0 \).

In applications, the functions in type V classes usually are the realizations of nonparametric function estimates. For example, nonparametric kernel density estimates for bounded and unbounded rv's satisfy the uniform smoothness conditions of type V classes under suitable assumptions. In addition, kernel regression estimates for bounded and unbounded regressor variables satisfy the uniform smoothness conditions if they are trimmed to equal a constant outside a suitable bounded set and then smoothed (e.g. by convolution with another kernel). The bounded set in this case may depend on \( T \).

In some cases one may wish to consider nonparametric estimates that are trimmed (i.e. set equal to a constant outside some set), but not subsequently smoothed. Realizations of such estimates do not comprise a type V class because the trimming procedure creates a discontinuity. The following class of functions is designed for this scenario. It can be used with the WLS/PLR Example 5 and the GMM/CMR Example 6. The trimming sets are restricted to come from a countably infinite number of sets \( \{ \mathcal{W}_{aj} : j \geq 1 \} \). (This can be restrictive in practice.)

**Definition**

A class \( \mathcal{F} \) of real functions on \( \mathcal{W} \) is called a type VI class under \( P \) with index \( p \in [2, \infty) \) if

(i) each \( f \) in \( \mathcal{F} \) depends on \( w \) only through a subvector \( w_a \) of \( w \) of dimension \( k_a < k \),

(ii) for some real number \( q > k_a / 2 \), some sequence \( \{ \mathcal{W}_{aj} : j \geq 1 \} \) of connected compact subsets of \( \mathbb{R}^k \) that lie in \( \mathcal{W} \), some sequence \( \{ K_j : j \geq 1 \} \) of constants that satisfy \( \sup_{j \geq 1} | K_j | < \infty \), and some finite constants \( C_0, \ldots, C_{[q]}, C_q \), each \( f \in \mathcal{F} \) satisfies the smoothness condition: for some integer \( j \),

(a) \( f(w) = K_j \forall w \in \mathcal{W} \) for which \( w \notin \mathcal{W}_{aj} \) and

(b) \( \forall w \in \mathcal{W} \) and \( w + h \in \mathcal{W} \) for which \( w \in \mathcal{W}_{aj} \) and \( w_a + h_a \in \mathcal{W}_{aj} \),

\[
f(w + h) = \sum_{v=0}^{[q]} \frac{1}{v!} B_v(h_a, w_a) + R(h_a, w_a),
\]

\[
R(h_a, w_a) \leq C_q \| h_a \|^q, \quad \text{and} \quad | B_v(h_a, w_a) | \leq C_v \| h_a \|^v \quad \text{for} \quad v = 0, \ldots, [q], \quad (5.6)
\]

where \( B_v(h_a, w_a) \) is homogeneous of degree \( v \) in \( h_a \) and \( (q, \{ \mathcal{W}_{aj} : j \geq 1 \}), C_0, \ldots, C_q \) do not depend on \( f, w \), or \( h \).
(iii) \( \sup_{\tau \in \mathcal{T}, T \geq 1} E \| W_{\tau}^\alpha \|_{L_p}^{1/p} < \infty \) for some \( \zeta > pqk_\alpha/(2q - k_\alpha) \) under \( P \).

(iv) \( n(r) \leq K_1 \exp(K_2 r^2) \) for some \( \xi < 2\zeta/p \) and some finite constants \( K_1, K_2 \), where \( n(r) \) is the number of sets \( \mathcal{W}_{\tau}^\alpha \) in the sequence \( \{ \mathcal{W}_{\tau}^\alpha : j \geq 1 \} \) that do not include \( \{w_\tau \in \mathcal{W}_{\tau}^\alpha : \|w_\tau\| \leq r \} \).

Conditions (i) - (iii) in the definition of a type VI class are quite similar to conditions used above to define type III and type V classes. The difference is that with a type VI class, the set on which the functions are smooth is not a single set, but may vary from one function to the next among a countably infinite number of sets.

Condition (iv) restricts the number of \( \mathcal{W}_{\tau}^\alpha \) sets that may be of a given radius or less. Sufficient conditions for condition (iv) are the following. Suppose \( \mathcal{W}_{\tau}^\alpha \supseteq \{w_\tau \in \mathcal{W}_{\tau}^\alpha : \|w_\tau\| \leq \eta(j)\} \) for all \( j \) sufficiently large, where \( \eta(j) \) is a nondecreasing real function on the positive integers that diverges to infinity as \( j \to \infty \). For example, \( \{\mathcal{W}_{\tau}^\alpha : j \geq 1\} \) could contain spheres, ellipses, and/or rectangles whose "radii" are large for large \( j \).

\[
\eta(j) \geq D^*(\log j)^{1/2}
\]

(5.7)

for some positive finite constant \( D^* \), then condition (iv) holds. Thus, the "radii" of the sets \( \{\mathcal{W}_{\tau}^\alpha : j \geq 1\} \) are only required to increase logarithmically for condition (iv). This condition is not too restrictive, given that the number of trimming sets \( \{\mathcal{W}_{\tau}^\alpha\} \) is countable. More restrictive is the latter condition that the number of trimming sets \( \{\mathcal{W}_{\tau}^\alpha\} \) is countable.

As with type III and type V classes, the envelope of a type VI class of functions can be taken to be a constant function.

The trimmed kernel regression estimators discussed in Andrews (1994b) provide examples of nonparametric function estimates for which type VI classes are applicable. For suitable trimming sets \( \{\mathcal{W}_{\tau}^\alpha : j \geq 1\} \) and suitable smoothness conditions on the true regression function, one can specify a type VI class that contains all of the realizations of such kernel estimators in a set whose probability \( \to 1 \).

The following result establishes Ossiander's \( L^p \) entropy condition for classes of type II - VI.

**Theorem 5**

Let \( p \in [2, \infty] \). If \( \mathcal{F} \) is a class of functions of type II with \( \sup_{\tau \in \mathcal{T}, T \geq 1} (E \|W_\tau\|_{L_p})^{1/p} < \infty \), of type III, or of type IV, V, or VI under \( P \) with index \( p \), then Ossiander's \( L^p \) entropy condition (5.2) holds (with envelope \( F(\cdot) \) given by \( \sup_{f \in \mathcal{F}} |f(\cdot)| \)).

**Comments**

(1) To obtain Assumption D for any of the classes of functions considered above, one only needs to consider \( p = 2 \) in Theorem 5. To obtain Assumption D for a
class of the form $\mathcal{G} \mathcal{H}$, where $\mathcal{G}$ and $\mathcal{H}$ are classes of types II, III, IV, V or VI, however, one needs to apply Theorem 5 to $\mathcal{G}$ and $\mathcal{H}$ for values of $p$ greater than 2, see Theorem 6 below.

(2) Theorem 5 covers classes containing a finite number of functions, because such functions are of type IV under any distribution $P$ and for any index $p \in [2, \infty]$. In particular, this is true for classes containing a single function. This observation is useful when establishing Ossiander’s $L^p$ entropy condition for classes of functions that can be obtained by mixing and matching functions from several classes, see below.

We now show how one can “mix and match” functions of types II–VI. Let $\mathcal{G}, \mathcal{G}^*, \mathcal{H}, \mathcal{G} \mathcal{H}$, etc., be as defined in Section 4. We say that a class of matrix-valued functions $\mathcal{G}, \mathcal{G}^*$, or $\mathcal{H}$ satisfies Ossiander’s $L^p$ entropy condition or is of type II, III, IV, V or VI if it does so, or if it is, element by element for each of the $rs$ or $su$ elements of its functions. We adopt the convention that $\lambda_\mu(\lambda + \mu) = \mu \in (0, \infty]$ if $\lambda = \infty$ and vice versa.

**Theorem 6**

(a) If $\mathcal{G}$ and $\mathcal{G}^*$ satisfy Ossiander’s $L^p$ entropy condition for some $p \in [2, \infty]$, with envelopes $G$ and $G^*$, respectively, then so do each of the following classes (with envelopes given in parentheses): $\mathcal{G} \cup \mathcal{G}^*$ $(G \vee G^*)$, $\mathcal{G} \oplus \mathcal{G}^*$ $(G + G^*)$, $\mathcal{G} \vee \mathcal{G}^*$ $(G \vee G^*)$, $\mathcal{G} \wedge \mathcal{G}^*$ $(G \wedge G^*)$, and $|\mathcal{G}|(G)$. If in addition $r = s$ and $\inf_{v \in \mathcal{G}} \inf_{w \in \mathcal{G}^*} \lambda_{\min}(g(w)) = \lambda_\mu$, for some $\lambda_\mu > 0$, then $\mathcal{G}^{-1}$ also satisfies Ossiander’s $L^p$ entropy condition (with envelope $r/\lambda_\mu$).

(b) The class $\mathcal{G} \mathcal{H}$ satisfies Ossiander’s $L^p$ entropy condition with $p$ equal to $\alpha \in [2, \infty]$ and envelope $sGH$, if (i) $\mathcal{G}$ and $\mathcal{H}$ satisfy Ossiander’s $L^p$ entropy condition with $p$ equal to $\alpha \in [\alpha, \infty]$ and $p$ equal to $\mu \in [\alpha, \infty]$, respectively, (ii) $\lambda_\mu(\lambda + \mu) \geq \alpha$, and (iii) the envelopes $G$ and $H$ of $\mathcal{G}$ and $\mathcal{H}$ satisfy $\sup_{t \leq T \geq 1} \left(EG^t(W_t)\right)^{1/\mu} < \infty$ and $\sup_{t \leq T \geq 1} \left(EH^t(W_t)\right)^{1/\mu} < \infty$.

**Example 6** (continued)

Theorems 4–6 can be used to verify stochastic equicontinuity of $\psi_\tau(\cdot)$ and total boundedness of $\mathcal{F}$ in the GMM/CNR example. With some abuse of notation, let $\Delta(w)$ and $\Omega(w)$ denote functions on $\mathcal{H}$ whose values depend on $w$ only through the $k_\tau$-vector $x$ and equal $\Delta(x)$ and $\Omega(x)$ respectively. Similarly, let $\psi(w, \theta_0)$ denote the function on $\mathcal{H}$ that depends on $w$ only through $z$ and equals $\psi(z, \theta_0)$. The following conditions are sufficient:

(i) $\{Z_t, X_t, t \geq 1\}$ is an $m$-dependent sequence of rv's.
(ii) $\sup_{t \geq 1} E \left|\psi(Z_t, \theta_0)\right|^6 < \infty$.
(iii) $\mathcal{F} = \{\tau: \tau = \Delta \Omega^{-1} \text{ for some } \Delta \in \mathcal{D} \text{ and } \Omega \in \mathcal{O}\}$, where $\mathcal{D}$ and $\mathcal{O}$ are type $V$ or type $VI$ classes of functions on $\mathcal{H} \subset R^k$ with index $p = 6$ whose functions
depend on \( w \) only through the \( k_x \)-vector \( x \), and 
\[
\mathcal{A} = \left\{ \Omega : \inf_{w \in \Omega} \lambda_{\min}(\Omega(w)) \geq \epsilon \right\}
\]
for some \( \epsilon > 0 \).

(5.8)

Note that condition (iii) of (5.8) includes a moment condition on \( X_i; \sup_{i \geq 1} E \| X_i \| \xi < \infty \) for some \( \zeta > 6qk_x/(2q - k_x) \).

Sufficiency of conditions (i)–(iii) for stochastic equicontinuity and total boundedness is established as follows. By Theorem 5, \( \{\psi(\cdot; \theta_0)\} \), \( \mathcal{D} \) and \( \mathcal{A} \) satisfy Ossiander's \( L^p \) entropy condition with \( p = 6 \) and with envelopes \( \{\psi(\cdot; \theta_0)\}, C_1 \) and \( C_2 \), respectively, for some finite constants \( C_1, C_2 \). By the \( \mathcal{G}^{-1} \) result of Theorem 6, so does \( \mathcal{A}^{-1} \) with some constant envelope \( C_3 < \infty \). By the \( \mathcal{G} \) result of Theorem 6 applied with \( z = 3 \) and \( \lambda = \mu = 6 \), \( \mathcal{G} \mathcal{A}^{-1} \) satisfies Ossiander's \( L^p \) entropy condition with \( p = 3 \) and some constant envelope \( C_4 < \infty \). By this result, condition (ii), and the \( \mathcal{G} \) result of Theorem 6 applied with \( z = 2 \), \( \lambda = 3 \), \( \mu = 6 \), \( \mathcal{G} = \mathcal{G} \mathcal{A}^{-1} \), and \( \mathcal{A} = \{\psi(\cdot; \theta_0)\} \), \( \mathcal{A} \) satisfies Ossiander's \( L^p \) entropy condition with \( p = 2 \) and envelope \( C_5 \psi(\cdot; \theta_0) \) for some constant \( C_5 < \infty \). Theorem 4 now yields stochastic equicontinuity, since condition (ii) is sufficient for Assumption B.

Condition (iii) above covers the case where the domain of the nonparametric functions is unbounded and the nonparametric estimators \( \hat{A} \) and \( \hat{\Omega} \) are not trimmed to equal zero outside a single fixed bounded set, as is required when the symmetrization results of Section 4 are applied. As discussed above, nonparametric kernel regression estimators that are trimmed and smoothed or trimmed on variable sets provide examples where condition (iii) holds under suitable assumptions for realizations of the estimators that lie in a set whose probability \( \rightarrow 1 \). For example, Andrews (1994b) provides uniform consistency on expanding sets and \( L^p \) consistency results for such estimators, as are required to establish that \( P \in \mathcal{F} \rightarrow 1 \) and \( \epsilon \xrightarrow{p} \tau_0 \) (the first and second parts of (3.36)) when stochastic equicontinuity is established using conditions (i)–(iii) above.

6. Conclusion

This paper illustrates how empirical process methods can be utilized to find the asymptotic distributions of econometric estimators and test statistics. The concepts of empirical processes, weak convergence, and stochastic equicontinuity are introduced. Primitive sufficient conditions for the key stochastic equicontinuity property are outlined. Applications of empirical process methods in the econometrics literature are reviewed briefly. More detailed discussion is given for three classes of applications: \( M \)-estimators based on non-differentiable criterion functions; tests of hypotheses for which a nuisance parameter is present only under the alternative hypothesis; and semiparametric estimators that utilize preliminary nonparametric estimators.
Appendix

Proof of Theorem 1

Write $v_{T,j}(\cdot)$ as the sum of $m$ empirical processes $\{v_{T,j}(\cdot) : T \geq 1\}$ for $j = 1, \ldots, m$, where $v_{T,j}(\cdot)$ is based on the independent summands $\{m(W_{t,j}^s) : t = j + sm, s = 1, 2, \ldots\}$. By standard inequalities it suffices to prove the stochastic equicontinuity of $\{v_{T,j}(\cdot) : T \geq 1\}$ for each $j$.

The latter can be proved using Pollard's (1990) proof of stochastic equicontinuity for his functional CLT (Theorem 10.7). We take his functions $f_n(\omega, t)$ to be of the form $m(W_t, \tau_{t, n}) \sqrt{T}$. We alter his pseudometric from $\lim_{N \to \infty} \{(1/N) \sum E \|m(W_t, \tau_{t, 1}) - m(W_t, \tau_{t, 2})\|^2\}^{1/2}$ to that given in (3.1). Pollard's proof of stochastic equicontinuity relies on conditions (i) and (ii)--(v) of his Theorem 10.7. Condition (ii) of Theorem 10.7 is used only for obtaining convergence of the finite dimensional distributions, which we do not need, and for ensuring that his pseudometric is well-defined. Our pseudometric does not rely on this condition. Inspection of Pollard's proof shows that any pseudometric can be used for his stochastic equicontinuity result (although not for his total boundedness result) provided his condition (v) holds. Thus, it suffices to verify his conditions (i) and (ii)--(v).

Condition (i) requires that the functions $\{m(W_t, \tau_{t, n}) \sqrt{T} : t \leq T, T \geq 1\}$ are "manageable." This holds under Assumption A because Pollard's packing numbers satisfy

$$\sup_{\omega \in \mathcal{M}, n \geq 1, \varepsilon \in [0,1]^{\mathbb{R}^d}} D(\varepsilon, \sigma \circ \mathcal{F}_n(\omega), \sigma \circ \mathcal{F}_{n\varepsilon'}) \leq \sup_{Q \in \mathcal{Q}} N_2(\varepsilon/2, Q, \mathcal{M}). \quad (A.1)$$

Conditions (iii) and (iv) are implied by Assumption B. Condition (v) holds automatically given our choice of pseudometric.

Q.E.D.

Proof of Theorem 2

Type I classes of form (a) satisfy Pollard's entropy condition by Lemmas II.28 and II.36(ii) of Pollard (1984, pp 30 and 34). Type I classes of form (b) satisfy Pollard's entropy condition because (i) they are contained in VC hull classes by the proof of Proposition 4.4 of Dudley (1987) and the fact that $\{f : f(w) = w^T \forall w \in \mathcal{W} : \xi \in \mathbb{R}^d\}$ is a VC major class, see Pollard (1984, Lemma II.18, p 20), (ii) VC hull classes are contained in VC subgraph hull classes, and (iii) VC subgraph hull classes satisfy Pollard's entropy condition by Corollary 5.8 of Dudley (1987).

For classes of type II, consider the functions $f(\cdot, \tau_1), \ldots, f(\cdot, \tau_n)$ where $\tau_1, \ldots, \tau_n$ are points at the centers of disjoint cubes of diameter $\epsilon(QF^2)^{1/2}/(QB^2)^{1/2}$ whose union covers $\mathcal{F}$ ($\subset \mathbb{R}^d$ for some $s \geq 1$). Since

$$\min_{j \leq n} (Q(f(\cdot, \tau) - f(\cdot, \tau_j))^2)^{1/2} \leq \min_{j \leq n} (QB^2)^{1/2} \|\tau - \tau_j\| \leq \epsilon(QF^2)^{1/2}, \quad (A.2)$$
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\[ N_2(\epsilon(QF^2)^{1/2}, Q, \mathcal{F}) \leq \text{the number of cubes above. By choice of the envelope } F(\cdot) = 1 \lor \sup_{f \in \mathcal{F}} |f(\cdot)| \lor B(\cdot), \epsilon(QF^2)^{1/2} \land (QB^2)^{1/2} \geq \epsilon, \text{ so the number of cubes is } \leq C\epsilon^{-s} \text{ for some } C > 0 \text{ and all } Q \in \mathcal{Q}. \text{ Thus, Pollard's entropy condition holds with envelope } F(\cdot). \]

For classes of type III, Pollard's entropy condition holds because

\[ \sup_{Q \in \mathcal{Q}} N_2(\epsilon(QF^2)^{1/2}, Q, \mathcal{F}) \leq C \exp(\epsilon^{-k_u/2}) \quad \forall \epsilon \in (0, 1] \quad (A.3) \]

for some \( C < \infty \) by Kolmogorov and Tihomirov (1961, Theorem XIII, p 308).

Since \( q > k_u/2 \) by assumption, Pollard's entropy condition holds. \text{Q.E.D.}

**Proof of Theorem 3**

For \( \mathcal{G} \cup \mathcal{G}^* \), we have

\[ N_2(\epsilon, Q, \mathcal{G} \cup \mathcal{G}^*) \leq N_2(\epsilon, Q, \mathcal{G}) + N_2(\epsilon, Q, \mathcal{G}^*), \quad \text{and so,} \]

\[ N(\epsilon(Q(G \lor G^*)^2)^{1/2}, Q, \mathcal{G} \cup \mathcal{G}^*) \leq N_2(\epsilon(QG^2)^{1/2}, Q, \mathcal{G}) + N_2(\epsilon(QG^2)^{1/2}, Q, \mathcal{G}^*), \quad (A.4) \]

where the second inequality uses the facts that \( N_2(\epsilon, Q, \mathcal{F}) \) is nonincreasing in \( \epsilon, Q(G \lor G^*)^2 \geq QG^2 \), and \( Q(G \lor G^*)^2 \geq QG^2 \). Pollard's entropy condition follows from the second inequality of (A.4).

For \( \mathcal{G} \oplus \mathcal{G}^* \), it suffices to suppose that \( r = s = 1 \). As above, Pollard's entropy condition follows from the inequalities

\[ N_2(\epsilon, Q, \mathcal{G} \oplus \mathcal{G}^*) \leq N_2(\epsilon/2, Q, \mathcal{G})N_2(\epsilon/2, Q, \mathcal{G}^*), \]

\[ Q(G + G^*^2) \geq QG^2 \quad \text{and} \quad Q(G + G^*^2) \geq QG^2, \quad (A.5) \]

where the first inequality holds because \( \min_{j \leq n, k \leq n^*} \left( \int (g_j + g^* - g_j - g^*_k)^2 dQ \right)^{1/2} \leq \min_{j \leq n} \left( \int (g_j - g_j)^2 dQ \right)^{1/2} \)

For \( \mathcal{G} \mathcal{H} \), each element of \( gh \) is a finite union of products of scalar functions, and so, using the result for \( \mathcal{G} \oplus \mathcal{G}^* \), it suffices to suppose that \( r = s = u = 1 \). For notational simplicity, assume \( G = G \lor 1 \) and \( H = H \lor 1 \). Let \( Q_G(\cdot) = Q(\cdot G^2)/QG^2 \) and \( Q_H(\cdot) = Q(\cdot H^2)/QH^2 \). Note that \( Q_G, Q_H \in \mathcal{G} \). Let \( n = N_2(\epsilon(QG^2)^{1/2}, Q_G, \mathcal{G}) \) and \( n^* = N_2(\epsilon(QH^2)^{1/2}, Q_H, \mathcal{H}) \). Let \( g_1, \ldots, g_n \) and \( h_1, \ldots, h_{n^*} \) denote approximating functions in \( \mathcal{G} \) and \( \mathcal{H} \), respectively, that correspond to the cover numbers \( n \) and \( n^* \). We use \( g, h \) to approximate \( gh \) for \( g \in \mathcal{G} \) and \( h \in \mathcal{H} \):

\[
\min_{j \leq n, k \leq n^*} \left( \int (gh - g_jh_k)^2 dQ \right)^{1/2} \\
\leq \min_{j \leq n} \left( QH^2 \int (g - g_j)^2 d\left[ QH^2 \right] \right)^{1/2} +
\]
\[ + \min_{\kappa \in \mathcal{K}} \left( QG^2 \int (h-h_k)^2 d \left[ \frac{Q(-G^2)}{QG^2} \right] \right)^{1/2} \leq (QG^2H^2)^{1/2} \varepsilon. \] 

(A.6)

Thus, we get

\begin{align*}
N_2(\varepsilon(QG^2H^2)^{1/2}, Q, \mathcal{G}) & \leq N_2(\frac{1}{2} \varepsilon(QG^2)^{1/2}, Q, \mathcal{G}) N_2(\frac{1}{2} \varepsilon(QG^2H^2)^{1/2}, Q, \mathcal{G}) \quad \text{sup} \quad N_2(\frac{1}{2} \varepsilon(QG^2H^2)^{1/2}, Q, \mathcal{G}) \\
& \leq \sup_{Q \in \mathcal{Q}} N_2(\frac{1}{2} \varepsilon(QG^2)^{1/2}, Q, \mathcal{G}) \sup_{Q \in \mathcal{Q}} N_2(\frac{1}{2} \varepsilon(QG^2H^2)^{1/2}, Q, \mathcal{G}) \\
& = \sup_{Q \in \mathcal{Q}} N_2(\frac{1}{2} \varepsilon(QG^2)^{1/2}, Q, \mathcal{G}) \sup_{Q \in \mathcal{Q}} N_2(\frac{1}{2} \varepsilon(QG^2H^2)^{1/2}, Q, \mathcal{G}). \quad (A.7)
\end{align*}

Pollard’s entropy condition follows from the latter inequality.

For \( \mathcal{G} \lor \mathcal{G}^* \), it suffices to suppose \( r = s = 1 \). Pollard’s entropy condition follows from the inequalities

\begin{align*}
N_2(\varepsilon, Q, \mathcal{G} \lor \mathcal{G}^*) & \leq N_2(\varepsilon/2, Q, \mathcal{G}) N_2(\varepsilon/2, Q, \mathcal{G}^*), \\
Q(\mathcal{G} \lor \mathcal{G}^*)^2 & \geq QG^2 \quad \text{and} \quad Q(\mathcal{G} \lor \mathcal{G}^*)^2 \geq QG^2, \quad (A.8)
\end{align*}

where the first inequality uses \(|g \lor g^* - g_j \lor g_j^*| \leq |g - g_j| + |g^* - g_j^*|\). The proof for \( \mathcal{G} \land \mathcal{G}^* \) is analogous (with the envelope still given by \( G \lor G^* \) rather than \( G \land G^* \)). The result for \( |\mathcal{G}| \) follows because \(||g| - |a_j|| \leq |g - a_j|\).

Lastly, consider \( \mathcal{G}^{-1} \). For \( g \in \mathcal{G} \), let \( g^l \) denote the \( l \)th element of \( g \), where \( l = 1, \ldots, L \) and \( L = r^2 \). Let \( \mathcal{G}_l = \{ g^l : g \in \mathcal{G} \} \) and \( n_l = N_2(\varepsilon/2, Q, \mathcal{G}_l) \) for some \( Q \in \mathcal{Q} \). We claim that given any \( \varepsilon > 0 \) and \( Q \in \mathcal{Q} \), there exist functions \( g_1, \ldots, g_n \) in \( \mathcal{G} \) with \( n \leq \prod_{l=1}^L n_l \) such that for all \( g \in \mathcal{G} \)

\[ \min_{j \leq n} \max_{1 \leq l \leq L} (Q(g^l - g_j^l)^2)^{1/2} \leq \varepsilon. \quad (A.9) \]

To see this, note that by the assumption that \( \mathcal{G} \) satisfies Pollard’s entropy condition, for each \( l \) there exist real functions \( g_{l,1}, \ldots, g_{l,n_l} \) in \( \mathcal{G}_l \) such that for all \( g \in \mathcal{G}_l \) \( \min_{j \leq n_l} (Q(g^l - g_j)^2)^{1/2} \leq \varepsilon/2 \). Form the set \( \mathcal{G}^+ \) of all \( R^L \)-valued functions whose \( l \)th element is \( g_j^l \) for some \( j = 1, \ldots, n_l \) for \( l = 1, \ldots, L \). The number of such functions is \( n^+ = \prod_{l=1}^L n_l \). The functions in \( \mathcal{G}^+ \) are not necessarily in \( \mathcal{G} \). For each function \( g^+ \) in \( \mathcal{G}^+ \) consider the \( L^2(Q) \)-2-ball in \( \mathcal{G} \) centered at \( g^+ \). Take one function from each non-empty ball and let \( g_1, \ldots, g_n \) denote the chosen functions. These functions satisfy the claim above.
If $\mathcal{S}$ satisfies Pollard’s entropy condition with envelope $G$, it also does so with envelope $G \vee 1$. For notational simplicity, suppose $G = G \vee 1$. Given $Q \in \mathcal{S}$, let $\tilde{Q}(\cdot) = Q(\cdot \tilde{G}^{-1})/\tilde{Q}G^{-1}$, where $\tilde{G}$ is the envelope of $\mathcal{S}^{-1}$. Take $\varepsilon$ and $Q$ in the claim above to equal $e(\tilde{Q}G^{-1})^{1/2}/r^4$ and $\tilde{Q}$ respectively. Then, there exist functions $g_1, \ldots, g_n$ in $\mathcal{S}$ such that

$$\min_{j \in N} \max_{i \in L} (\tilde{Q}(g_j - g_i)^2)^{1/2} \leq e(\tilde{Q}G^{-1})^{1/2}/r^4 \quad \text{and} \quad n \leq \prod_{i=1}^L N_2(\frac{1}{2} e(\tilde{Q}G^{-1})^{1/2}/r^4, \tilde{Q}, G_i).$$

Let $I_r = \{1, \ldots, I_r\} \in \mathbb{R}^r$ and let $|\cdot|$ denote the matrix of absolute values of the matrix $\cdot$. For arbitrary unit vectors $b, c \in \mathbb{R}^r$, we have

$$\min_{j \in n} Q(b^* g_j^{-1} c - b^* g_j^{-1} c)^2 = \min_{j \in n} Q(b^* g_j^{-1} (g_j - g_j) g_j^{-1} c)^2 \leq \min_{j \in n} r^4 Q(\tilde{G}^2 |g_j - g_j|)^2 = \min_{j \in n} r^4 Q(\tilde{G})^2 \sum_{i=1}^L \sum_{m=1}^L \tilde{Q}|g_i - g_j||g_i - g_j||g_m - g_i| \leq r^8 Q(\tilde{G})^2 \min_{j \in n} \max_{i \in L} (\tilde{Q}(g_j - g_i)^2)^{1/2} \leq r^8 Q(\tilde{G})^2 e^2 \tilde{Q}G^{-1}/r^8 = e^2 Q(\tilde{G})^2 \tilde{G}^2. \quad (A.10)$$

Thus, $N_2(e(\tilde{Q}G^{-1})^{1/2}/r^4, Q, \mathcal{S}^{-1}) \leq n \leq \prod_{i=1}^L N_2(\frac{1}{2} e(\tilde{Q}G^{-1})^{1/2}/r^4, \tilde{Q}, G_i)$ and

$$\sup_{Q \in \mathcal{S}} N_2(e(\tilde{Q}G^{-1})^{1/2}/r^4, Q, \mathcal{S}^{-1}) \leq \sup_{Q \in \mathcal{S}} \prod_{i=1}^L N_2(\frac{1}{2} e(\tilde{Q}G^{-1})^{1/2}/r^4, \tilde{Q}, G_i) \leq \sup_{Q \in \mathcal{S}} \prod_{i=1}^L N_2(\frac{1}{2} e(\tilde{Q}G^{-1})^{1/2}/r^4, Q, \mathcal{S}_i). \quad (A.11)$$

The integral over $e \in [0, 1]$ of the square root of the logarithm of the right-hand side (rhs) of (A.11) is finite since $\mathcal{S}$ satisfies Pollard’s entropy condition with envelope $G = G \vee 1$. Thus, $\mathcal{S}^{-1}$ satisfies Pollard’s entropy condition with envelope $(G \vee 1)^2 \tilde{G}^2$. Q.E.D.

**Proof of Theorem 4**

Total boundedness of $\mathcal{S}$ under $\rho$ follows straightforwardly from $N_2(e_i, P, \mathcal{S}^{-1}) < \infty \forall \varepsilon > 0$. For stochastic equicontinuity of $\{Y_T(T \geq 1)\}$, by the same argument as in the proof of Theorem 1, it suffices to prove the result when $\{W_t : t \leq T\}$ are independent r.v.'s. By Markov’s inequality and Theorem 2 of Pollard (1989), we
have

\[
\lim_{T \to \infty} P^\star \left( \sup_{\rho(t_1, t_2) < \delta} |v_\rho(t_1) - v_\rho(t_2)| > \eta \right) \\
\leq \lim_{T \to \infty} E^\star \left( \sup_{\rho(t_1, t_2) < \delta} |v_\rho(t_1) - v_\rho(t_2)|/\eta \right) \\
\leq \lim_{T \to \infty} \frac{1}{T} \int_{\frac{T}{2}}^{T} \sum_{i} E \bar{M}(W_i) \left( \bar{M}(W_i) > \sqrt{T} \xi_\delta \right)/\eta + C \int_{0}^{\delta} (\log N^B_{\delta}(\epsilon, \rho, \mathbb{F}))^{1/2} \; d\epsilon/\eta
\]

(A.12)

for some constant $C < \infty$, where $\xi_\delta > 0$ is a constant that does not depend on $T$. The second term on the right-hand side of (A.12) can be made arbitrarily small by choice of $\delta$ using Assumption D. The first term is less than or equal to

\[
4 \lim_{r \to \infty} T^{-1/2} \int_{T}^{\infty} \sum_{i} E \bar{M}(W_i) \left( \bar{M}(W_i) > \sqrt{T} \xi_\delta \right)/\eta + C \int_{0}^{\delta} (\log N^B_{\delta}(\epsilon, \rho, \mathbb{F}))^{1/2} \; d\epsilon/\eta
\]

using Assumption B. Stochastic equicontinuity follows.

Q.E.D.

Proof of Theorem 5

It suffices to prove the result for classes of types III–VI, because a type II class with $\sup_{\epsilon \to 0} \epsilon \geq 1, f_{\epsilon, f}^{0} < \infty$ is a type IV class under $P$ with index $p$.

First, we consider classes of type III. For given $\epsilon > 0$, define the functions $a_j, b_j, j = 1, \ldots, n_\epsilon$ of the definition of $L^p$ bracketing cover for numbers as follows:

(a) $\forall w \in \mathcal{W}$ such that $w_\epsilon \in \mathcal{W}_\epsilon - \mathcal{W}_\epsilon^\star$, let $a_j(w) = K$ and $b_j(w) = 0 \forall j$ and (b) $\forall w \in \mathcal{W}_\epsilon$ such that $w_\epsilon \in \mathcal{W}_\epsilon^\star$, let $\{a_j(w); j = 1, \ldots, n_\epsilon\}$ be the functions constructed by Kolmogorov and Tihomirov (1961, pp. 312–314) in their proof of Theorem XIV and let $b_j(w) = w j$. These functions satisfy the conditions for $L^p$ bracketing cover numbers for all $p \in [2, \infty]$. Hence, $N^B_{\epsilon}(\epsilon, \rho, \mathbb{F}) \leq n_\epsilon \forall \epsilon \in (0, 1]$, $\forall p \in [2, \infty]$. The number $n_\epsilon$ of such functions is $\leq C \exp c^{1/\delta} \forall \epsilon \in (0, 1]$ for some $C < \infty$ by Kolmogorov and Tihomirov (1961, Theorem XIV). Since $q > k_{\epsilon}/2$ by assumption, Ossiander's entropy condition holds for all $p \in [0, \infty]$.

For a type IV class with index $p$, consider disjoint cubes in $\mathcal{W}_\epsilon$ of diameter $\delta = (\epsilon/C)^{1/p}$. The number $N(\delta)$ of such cubes satisfies $N(\delta) \leq C \epsilon^{-d/p}$ for some $C < \infty$, where $d$ is the dimension of $\mathcal{F}$. Let $\tau_j$ be some element of the $j$th cube in $\mathcal{F}$. Let $a_j(\cdot) = f(\cdot, \tau_j)$ and $b_j = \sup_{\epsilon \in T} |f(\cdot, \tau_j) - a_j(\cdot)|$. By (4.3), $\sup_{\epsilon \in T} \epsilon \geq 1, f_{\epsilon, f}^{0} \leq C \delta^q = \alpha$. Thus, $N^B_{\epsilon}(\epsilon, \rho, \mathbb{F}) \leq N(\epsilon)$. Since $\int_{0}^{1} (\log N(\epsilon))^{1/2} \; d\epsilon < \infty$, Ossiander's $L^p$ entropy condition holds.

For a type V class with index $p$, let $\mathcal{W}_\epsilon = \mathcal{W} \cap \{w \in R^d; \|w\| < r\}$, let $\mathbb{F}$ denote the class of functions $\mathbb{F}$ restricted to $\mathcal{W}_\epsilon$, and let $N_{\epsilon}(\epsilon, \mathcal{W}_\epsilon, \mathbb{F})$ be the minimal number
\( n \) of real functions \( f_1, \ldots, f_n \) on \( \mathcal{W} \), such that \( \min_{j \leq n} \sup_{w \in \mathcal{W}} |f_j(w) - f_j(w)| < \varepsilon \) for each \( f \in \mathcal{F} \). We claim that

\[
N^p_p(e, P, \mathcal{F}) \leq N_p(e/2, \mathcal{W}, \mathcal{F}, \mathcal{F}) (A.14)
\]

where \( r(e) = Ce^{-p\varepsilon} \) for some constant \( C < \infty \) when \( p < \infty \) and \( r(e) = \sup \{ \|w\| : w \in \mathcal{W} \} \) \((< \infty) \) when \( p = \infty \).

Using the proof of Theorem XIV of Kolmogorov and Tihomirov (1961, pp 312–314), it can be seen that

\[
\log N_p(e, \mathcal{W}, \mathcal{F}) \leq Dr(e)^p e^{-k_{a\varepsilon}} \leq D*k_{a\varepsilon}/(p\varepsilon^2 + 1/4q) (A.15)
\]

for some constants \( D, D* \), where the second inequality holds only when \( p < \infty \). When \( p = \infty, (A.14) \) and \( (A.15) \) combine to yield Ossiander's \( L^p \) entropy condition for \( \mathcal{F} \) if \( k_{a\varepsilon}/p\varepsilon^2 + 1/4q < 1 \), or equivalently, if \( \varepsilon > pqk_{a\varepsilon}/(2q - k_{a\varepsilon}) \) and \( q > k_{a\varepsilon}/2 \), as is assumed. When \( p = \infty, (A.14) \) and the first inequality of \( (A.15) \) combine to yield Ossiander's \( L^p \) entropy condition for \( \mathcal{F} \) provided \( q > k_{a\varepsilon}/2 \), as is assumed.

It remains to show \( (A.14) \). For \( p = \infty, (A.14) \) follows immediately from the definition of \( N^p_\mathcal{W}(\cdot) \) and \( N_p(\cdot, \mathcal{F}) \), since \( \mathcal{W} = \mathcal{W} \) and \( \mathcal{F} = \mathcal{F} \) when \( p = \infty \). Next, suppose \( p < \infty \). For \( n = N_p(e/2, \mathcal{W}, \mathcal{F}) \), define real functions \( a_j, b_j, j = 1, \ldots, n \) on \( \mathcal{W} \) as follows: On \( \mathcal{W} \), take \( \{a_j(\cdot) : j = 1, \ldots, n\} \) to be the functions constructed by Kolmogorov and Tihomirov (1961, pp 312–314) in their proof of Theorem XIV and let \( b_j(\cdot) = e/2 \) for \( j = 1, \ldots, n \). For any \( w \in \mathcal{W} \), take \( a_j(\cdot) = 0 \) and takes \( b_j(\cdot) = F \) for \( j = 1, \ldots, n \), where \( F \) is a constant for which \( \sup_{w \in \mathcal{W}} |f(w)| \leq F \forall f \in \mathcal{F} \). Then, for each \( f \in \mathcal{F}, \) \( \min_{j \leq n} |f - a_j| \leq b_j \) and

\[
\sup_{t \in T, T \geq 1} E b_j^p(W_t) \geq \sup_{t \in T, T \geq 1} E b_j^p(W_t) \\|W_t \in \mathcal{W} \rangle
\]

\[
+ \sup_{t \in T, T \geq 1} E b_j^p(W_t) \\|W_t \notin \mathcal{W} \rangle
\]

\[
\leq (e/2)^p + F^p r^{-\varepsilon} \sup_{t \in T, T \geq 1} E \|W_t \|^p \leq (e/2)^p + C* r^{-\varepsilon} (A.16)
\]

where \( C* \) is defined implicitly. If we let \( r = r(e) = (2pC*/(2p - 1))^{1/p} e^{-p\varepsilon} \), then \( \sup_{t \in T, T \geq 1} E b_j^p(W_t) \geq e^{r\varepsilon} \) and \( (A.14) \) holds.

Last, we consider type \( \mathcal{V} \) classes of functions. First, suppose \( p < \infty \). We derive an upper bound on \( N^p_p(e, P, \mathcal{F}) \) for arbitrary \( \varepsilon > 0 \). Let \( r_\varepsilon = Ce^{-p\varepsilon} \) for some \( C < \infty \) and let \( F \) be a constant for which \( \sup_{w \in \mathcal{W}} |f(w)| \leq F \forall f \in \mathcal{F} \). Let \( J \) be the index of a set \( \mathcal{W}_{aj} \) that does not include \( \{w \in \mathcal{W} : \|w\| \leq r_{\varepsilon}\} \). For functions \( f \in \mathcal{F} \) whose corresponding integer of part (ii) (of the definition of type \( \mathcal{V} \) classes) is \( J \), take the centering and \( \varepsilon \)-bracketing functions \( \{(a_i, b_i) : i = 1, \ldots, n_J\} \) (of the definition of \( L^p \) bracketing cover numbers) as follows: (a) \( \forall w \in \mathcal{W} \) such that \( \|w\| > r_{\varepsilon}, \) let \( a_i(w) = 0 \) and \( b_i(w) = F \\ (b) \forall w \in \mathcal{W} \) such that \( \|w\| \leq r_{\varepsilon}, \) and \( w_j \notin \mathcal{W}_{aj}, \) let \( a_i(w) = K_j \) and
$b_l(w) = 0$, and (c) $\forall w \in \mathcal{W}^*$ such that $\|w\| \leq r_2$ and $w \in \mathcal{W}^*_{l, j}$, let $\{a_l(w); l = 1, \ldots, n_{l, j}\}$ be the functions constructed by Kolmogorov and Tihomirov (1961) in the proof of their Theorem XIV and let $b_l(w) = \epsilon/2 \forall l$. The number $n_{l, j}$ of such functions is $\leq D_1 \exp[D_2 r_{l, j}^\kappa e^{-k_a \rho}]$ by Theorem XIV of Kolmogorov and Tihomirov (1961), since $\{w; \|w\| \leq r_2, w \in \mathcal{W}^*_{l, j}\} \subset \{w; \|w\| \leq r_2\}$.

Next, for all functions $f \in \mathcal{F}$ whose corresponding integer $J$ of part (ii) is such that $\mathcal{W}^*_{l, j}$ contains $\{w \in \mathcal{W}^*; \|w\| \leq r_2\}$, take the centering and $\epsilon$-bracketing functions $\{a_l(w); l = 1, \ldots, n_{l, j}\}$ as follows. (a) $\forall w \in \mathcal{W}$ such that $\|w\| > r_2$, let $a_l(w) = 0$ and $b_l(w) = \epsilon \forall l$ and (b) $\forall w \in \mathcal{W}^*$ such that $\|w\| \leq r_2$, let $\{a_l(w); l = 1, \ldots, n_{l, j}\}$ be the functions constructed by Kolmogorov and Tihomirov (1961) in the proof of their Theorem XIV and let $b_l(w) = \epsilon \forall l$. The number of such functions also is $\leq D_1 \exp[D_2 r_{l, j}^\kappa e^{-k_a \rho}]$.

Now, the number of indices $J$ for which $\mathcal{W}^*_{l, j}$ does not include $\{w \in \mathcal{W}^*; \|w\| \leq r_2\}$ is $n(r_2)$. Hence, the total number of centering/$\epsilon$-bracketing functions considered above is $\leq (n(r_2) + 1) D_1 \exp[D_2 r_{l, j}^\kappa e^{-k_a \rho}]$. Also note that $\sup_{t \geq T \geq 1} (E(h)^{1/p}) < \epsilon$ for all of the functions $b_l$ introduced above by the same calculations as in (A.16) provided $C$ (of the definition of $r_2$) is defined suitably. Hence,

$$N^\mathcal{B}_p(\epsilon, \mathcal{P}, \mathcal{F}) \leq (n(r_2) + 1) D_1 \exp[D_2 r_{l, j}^\kappa e^{-k_a \rho}]$$

$$\leq (K_1 \exp[K_2 C^\kappa e^{-k_a \rho}] + 1) D_1 \exp[D_2 C^\kappa e^{-k_a \rho}]^{1 + 1/\rho} \leq \epsilon.$$  \hfill (A.17)

With this bound, Ossiander's $L^\rho$ entropy condition holds provided $p \geq (2\gamma)(\gamma + 1/\rho) < 1$ and $k_a(\rho + 1/\rho)/2 < 1$, or equivalently, $\gamma < 2\zeta/\rho, \quad q > k_a/2$ and $\gamma > pqk_a/(2q - k_a)$, as is assumed.

For the case where $\rho = \infty$, take $r(\epsilon) = \sup \{\|w\|; w \in \mathcal{W}\} < \infty \forall \epsilon > 0$ in the argument above. Then, Ossiander's $L^\infty$ entropy condition holds provided $q > k_a/2$, as is assumed. Q.E.D.

**Proof of Theorem 6**

For $\mathcal{G} \ominus \mathcal{G}^*$, the result is obvious. For $\mathcal{G} \oplus \mathcal{G}^*$, it suffices to suppose that $r = s = 1$. Let $(a, b)$ and $(a^*, b^*)$ for $g \in \mathcal{G}$ and $g^* \in \mathcal{G}^*$ be defined analogously to $(f, a, b)$ given in the definition of the $L^\rho$ bracketing cover numbers. We have

$$\mathbb{E}(b_j + h)^{1/p} \leq \mathbb{E}(b)^{1/p} + (b)^{1/p} \leq 2\epsilon,$$

and so,

$$N^\mathcal{B}_p(2\epsilon, \mathcal{P}, \mathcal{G} \oplus \mathcal{G}^*) \leq N^\mathcal{B}_p(\epsilon, \mathcal{P}, \mathcal{G})N^\mathcal{B}_p(\epsilon, \mathcal{P}, \mathcal{G}^*).$$  \hfill (A.18)

The result follows.

For $\mathcal{G} \vee \mathcal{G}^*$, it also suffices to suppose that $r = s = 1$. We have

$$|g \vee g^* - a_j \vee a^*_j| \leq |g - a_j| + |g^* - a^*_j| \leq b_j + h^*_j,$$

and so,

$$N^\mathcal{B}_p(2\epsilon, \mathcal{P}, \mathcal{G} \vee \mathcal{G}^*) \leq N^\mathcal{B}_p(\epsilon, \mathcal{P}, \mathcal{G})N^\mathcal{B}_p(\epsilon, \mathcal{P}, \mathcal{G}^*).$$  \hfill (A.19)
The result for $\mathcal{G} \wedge \mathcal{G}^*$ is analogous.

For $|\mathcal{G}|$, the result follows from the inequality $|g| - |a_j| \leq |g - a_j|$.

Next consider $\mathcal{G}^{-1}$. For $g \in \mathcal{G}$, let $g^l$ denote the $l$th element of $g$ for $l = 1, \ldots, L$, where $L = r^2$. By the same argument as used to prove the claim in the proof of the $\mathcal{G}^{-1}$ result of Theorem 3, there exist $r \times r$ matrix functions $a_1, \ldots, a_n$ and $b_1, \ldots, b_n$ such that (i) $a_j \in \mathcal{G}$ for all $j \leq n$, (ii) for all $g \in \mathcal{G}$, $|g^l - a_j^l| \leq b_j^l$ for all $l = 1, \ldots, L$ for some $j \leq n$, (iii) $[E(b_j^l)^{p}]^{1/p} < \epsilon \forall l, \forall j$, and (iv) $n \leq \prod_{j=1}^{r^2} N_{\mu}^\theta_{\epsilon}(e/2, P, G_j)$.

By an eigenvector/eigenvalue decomposition, we get $|g^{-1}| \leq \prod_{j=1}^{r^2} (1 + \epsilon^{\lambda} \zeta_{\mu}) \leq 1 + \epsilon^{\lambda} \zeta_{\mu}$. Thus, for arbitrary unit vectors $b, c \in \mathbb{R}^*$, we have: For any $g \in \mathcal{G}$ there exists $a_l$ and $b_j$ for which

\[
|b g^{-1} c - b a_j^{-1} c| \leq |b| |g^{-1}| |a_j - g| |a_j^{-1}| |c| \leq (r^2 \lambda^2) \epsilon^2
\]

and

\[
E[(r^2 \lambda^2) \epsilon^2]^{1/p} \leq (r^2 \lambda^2) \epsilon^2.
\]

Thus, $N_{\epsilon}^\theta_{\mu}(e/2, P, \mathcal{G}^{-1}) \leq n \leq \prod_{j=1}^{r^2} N_{\mu}^\theta_{\epsilon}(e/2, P, G_j)$ and the result follows.

To prove part (b) of Theorem 6 concerning $\mathcal{G} \mathcal{H}$, note that each element of $gh$ (for $g \in \mathcal{G}$ and $h \in \mathcal{H}$) is a finite union of products of scalar functions, and so, using the result for $\mathcal{G} \wedge \mathcal{G}^*$ it suffices to suppose that $r = s = u = 1$. Let $(g, a_j, b_j)$ and $(h, a^*_j, b^*_j)$ be defined analogously to $(f, a_j, b_j)$ given in the definition of the $L^p$ bracketing cover numbers, with $p = \lambda$ and $p = \mu$ respectively. We have

\[
|gh - a_j a^*_j| \leq |gh - ga_j| + |ga_j - a_j a^*_j| \\
\leq G b_j^* + |(a^*_j - h) + h| b_j \leq G b_j^* + H b_j + b_j b_j^*
\]

and

\[
(E(G b_j^* + H b_j + b_j b_j^*))^{1/2} \leq (E G b_j^*)^{1/2} + (E H b_j)^{1/2} + (E b_j b_j^*)^{1/2} \\
\leq (E (G b_j^*)^{1/2} + (E H b_j)^{1/2}) + \epsilon^2
\]

for $\epsilon \in (0, 1]$, where $C^*$ is defined implicitly and the dependence of each of the functions $G, b_j^*$, etc. on $W_i$ is suppressed for notational simplicity. The second and third inequalities hold by Hölder’s inequality and the fact that $\lambda \mu (\lambda + \mu) \geq \chi$ implies that $\lambda \mu (\lambda - \chi) \leq \lambda$ and $\chi \lambda (\lambda - \chi) \leq \mu$. Equations (21) and (22) imply that

\[
N_{\epsilon}^\theta_{\mu}(C^*, P, \mathcal{G} \mathcal{H}) \leq N_{\epsilon}^\theta_{\mu}(e, P, \mathcal{G}) N_{\mu}^\theta_{\epsilon}(e, P, \mathcal{H})
\]
and the desired result follows. Note that using the notational conventions stated in the text, (A.21)–(A.23) hold whether or not \( x = \infty, \lambda = \infty \) or \( \mu = \infty \). Q.E.D.
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