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ABSTRACT

Recent work demonstrates serious statistical problems with standard volatility tests. This paper proposes new tests that are unbiased in small samples and that do not require assumptions of stationarity. The new tests continue to find evidence against the model postulating rational expectations and a constant required rate of return on equity.

In his seminal work on the volatility of the stock market, Robert Shiller [10] examines the view that changes in the level of the stock market reflect news about future dividends. In particular, he considers a model in which stock prices are the present discounted value, using a constant discount rate, of expected dividends. He provides what appears to be overwhelming evidence against this model. Dividends appear a smooth time series, while stock prices are volatile. The standard deviation of stock prices is, he concludes, about five times greater than would be expected from the volatility of dividends.

Recent work by Flavin [2], Marsh and Merton [6], and others calls into question the validity of Shiller’s test for a variety of reasons. Flavin examines the small sample properties of volatility tests and shows that they are extremely biased toward finding excessive volatility. Marsh and Merton argue that the excess volatility of stock prices relative to dividends is not surprising since firms, consciously smoothing dividends, make dividends a nonstationary series. They show that under a plausible dividend pay-out rule which makes dividends a random walk, the standard volatility test finds excess volatility in every sample, even though the efficient markets model is correct.

In this paper, we propose new volatility tests. Our goal is to examine the same question Shiller addresses: can stock prices, a very volatile series, be the expected present discounted value of dividends, a relatively smooth series? The new tests, however, do not suffer from the problems Flavin and Marsh and Merton discuss.

In Section I we briefly review Shiller’s volatility test and then present our new ones. In Section II we consider the objections to Shiller’s test and show that our tests are immune to these problems. We apply our tests to the data in Section III. We find that our new unbiased tests continue to provide evidence contra-
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† While such a model is highly restrictive and need not arise in a general equilibrium setting in which the required rate of return may vary (Michener [7]), it is the model that pervades most casual discussions of the stock market.
I. Old and New Volatility Tests

Consider the standard present value relation (1):

\[ P_t = \sum_{k=0}^{\infty} \gamma^{k+1} E_t D_{t+k} \]  \hspace{1cm} (1)

where

\[ P_t \quad \text{the price of the stock at time } t; \]
\[ D_{t+k} \quad \text{the dividend paid at time } t + k; \]
\[ E_t \quad \text{the expectation conditional on information available at time } t; \text{and} \]
\[ \gamma \quad \text{the discount factor, or } 1/(1 + r), \]
where \( r \) is the required rate of return.

The present value model (1) has broad application. LeRoy and Porter [4] and Shiller [10] use it as a model of stock prices. For concreteness, the discussion here centers on this application. However, if \( D_t \) denotes the short-term interest rate and \( P_t \) denotes the long-term interest rate, then equation (1) expresses the expectations theory of the term structure.\(^2\) The permanent income hypothesis can also be represented in the form of equation (1). There are thus numerous economic models to which volatility tests can be applied.

A. Shiller's Test

Define \( P_t^* \) as the “perfect foresight,” or “ex post rational,” stock price. That is,

\[ P_t^* = \sum_{k=0}^{\infty} \gamma^{k+1} D_{t+k}. \]  \hspace{1cm} (2)

\( P_t^* \) is the present value of actual, rather than expected, dividends. Since the expectations operator \( E_t \) is linear, we know

\[ P_t = E_t(P_t^*). \]  \hspace{1cm} (3)

The observed stock price \( P_t \) is, according to the model, the expectation of the perfect foresight price \( P_t^* \) conditional on information available at time \( t \).

Define the error \( \nu_t \) such that

\[ P_t^* = P_t + \nu_t. \]  \hspace{1cm} (4)

By (3), \( \nu_t \) is the error in forecasting \( P_t^* \). As a rational forecast error, it is uncorrelated with information available at time \( t \). In particular, \( \nu_t \) must be uncorrelated with \( P_t \). Thus, we know

\[ V(P_t^*) = V(P_t) + V(\nu_t) \]  \hspace{1cm} (5)

where \( V(x) \) is the variance of \( x \). Of course, \( V(\nu_t) \geq 0 \), implying

\[ V(P_t^*) \geq V(P_t). \]  \hspace{1cm} (6)

\(^2\) See Shiller [9] and Singleton [13].
The variance of $P_t^*$ thus provides an upper bound to the variance of the observed stock price $P_t$.

**B. New Tests**

Let $P_t^0$ be some "naive forecast" stock price:

$$P_t^0 = \sum_{k=0}^{\infty} \gamma^{k+1} F_tD_{t+k}$$  \hspace{1cm} (7)

where $F_tD_{t+k}$ denotes a naive forecast of $D_{t+k}$ made at time $t$. This naive forecast need not be a rational one. It is important, however, that the rational agents at time $t$ have access to this naive forecast.

We begin with the identity:

$$P_t^* - P_t^0 = (P_t^* - P_t) + (P_t - P_t^0).$$ \hspace{1cm} (8)

Note that $(P_t^* - P_t)$ equals $\nu_t$ and thus is uncorrelated with information available at time $t$. In particular,

$$E_t[(P_t^* - P_t)(P_t - P_t^0)] = 0$$ \hspace{1cm} (9)

since $P_t$ and $P_t^0$ are known at time $t$. Squaring both sides of (8) and taking the expectation thus implies

$$E_t(P_t^* - P_t^0)^2 = E_t(P_t^* - P_t)^2 + E_t(P_t - P_t^0)^2.$$ \hspace{1cm} (10)

This equality in turn implies

$$E_t(P_t^* - P_t^0)^2 \geq E_t(P_t^* - P_t)^2$$ \hspace{1cm} (11)

and

$$E_t(P_t^* - P_t^0)^2 \geq E_t(P_t - P_t^0)^2.$$ \hspace{1cm} (12)

Finally, the law of iterated projections allows us to replace expectations conditional on information available at time $t$ with expectations conditional on information available prior to the beginning of the sample period. That is, letting $E$ denote the expectation conditional on the initial conditions, we have

$$E(P_t^* - P_t^0)^2 = E(P_t^* - P_t)^2 + E(P_t - P_t^0)^2;$$ \hspace{1cm} (10')

$$E(P_t^* - P_t^0)^2 \geq E(P_t^* - P_t)^2;$$ \hspace{1cm} (11')

$$E(P_t^* - P_t^0)^2 \geq E(P_t - P_t^0)^2.$$ \hspace{1cm} (12')

As long as the expectations are taken conditional on the information available a finite amount of time before date $t$, nonstationarity poses no difficulties for the existence of these conditional expectations.\(^3\) Expressions (11') and (12') are the volatility relations we examine.

Expression (11') states that the market price is a better forecast of the *ex post* rational price, in terms of mean squared error, than is the naive forecast stock.

\(^3\) Likewise, nonstationarity poses no difficulties for the existence of the conditional expectations of the sample variances of $P_t^*$ and $P_t$. Marsh and Merton's observation that nonstationarity causes problems for Shiller's test concerns not the existence of expectations of sample variances, but, as we discuss in Section II, the statistical properties of the sample variances.
price. If the naive forecast is better than the market forecast, then the inequality (11') is violated and the model (1) is rejected.

Expression (12') states that the ex post rational price is more volatile around $P^*$ than is the market price. The inequality (12') is thus analogous to Shiller's volatility test (6), where the variance is centered not around the mean but around the naive forecast price.4

II. Some Problems with Volatility Tests

Recent work suggests that the application of Shiller's test (6) is not as straightforward as it might first appear. In this section, we consider two related critiques of this volatility test and show that our tests are immune to them.

The relation in (6) concerns the distributions of the random variables $P^*_t$ and $P_t$. But, of course, we observe a given $P^*_t$ and $P_t$ only once. A single observation does not provide information about the variance of a random variable. The usual procedure used to test the variance relation (6) is to assume that stock prices and dividends are stationary around a deterministic trend. Under this assumption, the sample variances of the detrended series for $P^*$ and $P$ will, as the number of observations becomes large, converge to the corresponding population variances. The sample variances are thus used to test the variance bounds.

Both Flavin and Marsh and Merton point out serious difficulties with this procedure. Flavin's criticism concerns the small sample properties of the test. Sample variances are downward-biased estimators of population variances because sample means are used instead of population means.5 The smoother (the more highly autocorrelated) a series is, the greater the downward bias. Suppose, to consider Flavin's example, that the fundamental series follows a first-order autoregressive process. Then the market price is proportional to dividends. Since $P^*_t$ is a weighted sum of future dividends, it is a weighted sum of future prices. This effect tends to smooth $P^*$ relative to $P$, and thus to make the bias in estimating the variance of $P^*$ greater than the bias in estimating the variance of $P$. Flavin calculates the finite sample distributions of the sample variances for variance bounds tests of the expectations hypothesis of the term structure. She finds that for typical sample sizes the bias toward finding excess volatility is considerable.

Marsh and Merton demonstrate that the use of sample variances may be inappropriate even as the number of observations becomes arbitrarily large. They focus on the possibility that dividends do not follow a stationary process. Suppose,

4 West [15] uses a test analogous to (11') to reject the linear-quadratic model of firms' inventory policies. Specifically, he shows that under the assumptions of his model, firms' actual behavior is outperformed by a naive inventory policy. Flavin [2] and Frankel and Stock [3] discuss volatility tests involving comparisons of expressions of the form $\sum (P^*_t - Z_t)^2$ and $\sum (P_t - Z_t)^2$. However, Flavin assumes stationarity and discusses only cases in which $Z_t$ is a constant, and Frankel and Stock use information from the entire sample (and, thus, information not available at time $t$) to compute their $Z_t$'s.

5 In an independent, identically distributed sample, the estimated variance must be corrected by a factor of $T/(T-1)$. In a serially correlated sample, the correction for bias is larger. See T. W. Anderson [1, p. 448].
to take a simple example, that dividends follow a random walk. Then Marsh and
Merton show that if the null hypothesis of market efficiency is correct, then for
any sample the sample variance of \( P^* \) will be greater than or equal to the sample
variance of \( P \). Intuitively, here \( P^* \) is not simply a weighted sum of \( P \)'s, but a
weighted sum with the sum of the weights equal to one. Marsh and Merton show
further that for a broader class of nonstationary processes in which dividends
depend on “permanent earnings,” as the number of observations becomes large
the sample variances violate the variance bounds almost surely under the null
hypothesis.

Both difficulties with volatility tests can be illustrated by considering the case
in which dividends follow a first-order autoregressive process,

\[
D_t = \rho D_{t-1} + \epsilon_t. \tag{13}
\]

\( \epsilon \) is white noise with variance \( \sigma^2 \). The expectation of the present
discounted value of the flow of dividends exists as long as \( \rho \) is less than 1 + \( r \) in absolute value. If
this condition holds, \( P_t \) is simply \( \gamma r/(1 - \gamma \rho) D_{t-1} \), where \( \gamma = 1/(1 + r) \).

Consider the test statistic

\[
Q = V(P^*) - V(P), \tag{14}
\]

where \( V(x) \) is the sample variance of \( x \); i.e., it is the sum of squared deviations
from the sample mean divided by \( T \). Since we do not observe the infinite stream
of dividends, we define \( P^*_t \) by

\[
P^*_t = \sum_{k=0}^{(T-1)} \gamma^{k+1} D_{t+k} + \gamma^{T-t} P_T. \tag{15}
\]

Both Shiller and Marsh and Merton use the sample mean of the detrended \( P^* \)’s
in place of \( P_T \) in (15). Under this formulation, it is not true that rationality
implies \( E_t P^*_t \). Using our formulation, \( P^*_t \) corresponds to the “perfect
toresight price” for the policy of holding the stock until time \( T \) and then selling
it at the prevailing price. Thus, in this case \( P_t = E_t P^*_t \). Note that because of
definition of \( P^*_t \) includes not only future dividends but also the actual selling
price of the stock at some future date, \( P_t = E_t P^*_t \) even in the presence of
speculative bubbles. This implies that the inequalities (11) and (12) hold even if
there are bubbles.

Making the simplifying assumption that \( D_{-1} = 0 \), straightforward but tedious
algebra allows us to compute the expectation of the test statistic \( Q \) as a function
of \( \rho, \gamma, T, \) and \( \sigma^2 \) under the null hypothesis. This allows us to learn about the
bias, although not the distributional properties, of the volatility tests.

We can write \( Q \) as

\[
Q = V(P + \nu) - V(P)
= V(\nu) + 2 \text{Cov}(P, \nu)
= \left( \frac{1}{T} \sum \nu_i^2 - \frac{1}{T^2} [\sum \nu_i]^2 \right) + \left( \frac{2}{T} \sum P_i \nu_i - \frac{2}{T^2} (\sum P_i)(\sum \nu_i) \right).
\]

\(^6\text{Flavin emphasizes that this method of obtaining the terminal perfect foresight price is an important cause of the bias that she finds in Shiller’s test.}\)
The expectations of the component pieces (ignoring the special cases of $\rho = 1$, $\rho = \gamma$, and $\gamma = 1$) are:\footnote{The expectations for the special cases can be found by applying l'Hôpital's rule to the formulas in the text.}

\[
E[\sum_i \nu_i^2] = \frac{\sigma_0^2 B^2 \gamma^4}{1 - \gamma^2} \left[ T - \gamma^2 \frac{1 - \gamma^{2T}}{1 - \gamma^2} \right],
\]

\[
E[\sum_i (\sum_i \nu_i)] = \frac{\sigma_0^2 \gamma^3 B^2}{(1 - \gamma)(1 - \rho)} \left[ (T - 1) - \gamma \frac{1 - \gamma^{T-1}}{1 - \gamma} - \rho \frac{1 - \rho^{T-1}}{1 - \rho} + \rho \gamma \frac{\gamma^{T-1} - \rho^{T-1}}{\gamma - \rho} \right].
\]

where $B = \frac{1}{1 - \gamma \rho}$. Figure 1 plots $E[Q]$, normalized by the expectation of the sample variance of $P^*$, as a function of $T$ for various values of $\rho$. We set $\gamma$ equal to 0.942, the value Shiller uses. A conventional volatility test involves checking whether the sample variance of $P^*$ exceeds that sample variance of $P$—i.e., whether $Q$ is positive. But
Figure 1 shows that, under the null hypothesis, the expectation of \( Q \) is negative for small sample sizes. In addition, as \( \rho \) approaches one, the sample size required for the expectation of \( Q \) to be positive increases. With \( \rho = 0.8 \), roughly 20 observations are needed before \( E[Q] \) is positive. With \( \rho = 0.99 \), several hundred observations are needed. And if \( \rho \) is greater than or equal to one, the “small sample bias” remains as the number of observations becomes arbitrarily large: for any sample size, the expectation of the test statistic is negative.

The bias of the test statistic \( Q \) arises from the inclusion of the sample means. Because the new tests do not use sample means, their sample counterparts are unbiased. Define

\[
S_1 = \frac{1}{T} \sum_{t=1}^{T} (P_t^* - P_t^0)^2 - \frac{1}{T} \sum_{t=1}^{T} (P_t^* - P_t)^2; \tag{16}
\]

\[
S_2 = \frac{1}{T} \sum_{t=1}^{T} (P_t^* - P_t^0)^2 - \frac{1}{T} \sum_{t=1}^{T} (P_t - P_t^0)^2. \tag{17}
\]

The expectations of these test statistics under the null hypothesis are:

\[
E[S_1] = \frac{1}{T} \sum_{t=1}^{T} E[(P_t + \nu_t - P_t^0)^2] = \frac{1}{T} \sum_{t=1}^{T} E[(P_t + \nu_t - P_t)^2]
\]

\[
= \frac{1}{T} \sum_{t=1}^{T} [E[\nu_t^2] + E[(P_t - P_t^0)^2]] - \frac{1}{T} \sum_{t=1}^{T} E[\nu_t^2]
\]

\[
= \frac{1}{T} \sum_{t=1}^{T} E[(P_t - P_t^0)^2] \geq 0; \tag{18}
\]

\[
E[S_2] = \frac{1}{T} \sum_{t=1}^{T} [E[\nu_t^2] + E[(P_t - P_t^0)^2]] - \frac{1}{T} \sum_{t=1}^{T} E[(P_t - P_t^0)^2]
\]

\[
= \frac{1}{T} \sum_{t=1}^{T} E[\nu_t^2] \geq 0. \tag{19}
\]

Both derivations utilize the fact that \( \nu_t \) is uncorrelated with \( P_t \) and \( P_t^0 \). Note that the expectations of the test statistics are positive even in the case of heteroskedasticity. That is, \( E[(P_t - P_t^0)^2] \) and \( E[\nu_t^2] \) need not be the same for all \( t \).

Finally, our tests avoid two other difficulties that may arise in various forms of volatility tests. The first difficulty concerns detrending. The levels of stock prices and dividends are clearly nonstationary. Thus, to make a case for stationarity detrended data must be used. But a variety of evidence suggests that, in general, detrending may cause severe econometric difficulties (Nelson and Kang [8]). In the case of volatility tests in particular, Marsh and Merton [5] argue that Shiller’s procedures for detrending introduce important biases. But because the “naive forecast” \( P_t^0 \) can grow as dividends grow, our tests avoid the need for detrending.

The second difficulty arises in a potential remedy for small sample bias that follows the spirit of Flavin’s analysis. Flavin derives the small sample distribution

---

\(^6\) Recall that the operator \( E \) denotes the expectation conditional on the initial conditions.
of the test statistic \( V(P) - V(P) \) under the assumption that fundamentals follow a particular process. At some cost in intuitive appeal—one is no longer simply checking which of \( V(P) \) and \( V(P) \) is larger—use of the small sample distribution appears to eliminate problems of bias and to allow precise statements of significance levels. In fact, however, the problem of bias remains. \( P \) is assumed to be the forecast of the present discounted value of future dividends given a particular information set. But agents' information sets may be larger than the particular information set considered. Because an optimal predictor based on more information has greater variance than one based on less information, \( P \) will be more variable than the econometrician expects. In the case of stationarity, for example, the sample variance of \( P \) will converge to the population variance of the estimator based on the larger information set; this full information population variance exceeds the population variance of the limited information estimator, to which the econometrician expects the sample variance of \( P \) to converge. The test is thus inconsistent. Intuitively, the source of this bias is that the investigator interprets movements in \( P \), caused by information outside the limited information set as "noise," or excess volatility. Again, the new tests that we consider are unbiased.  

III. Results

In this section we apply our proposed tests to the data. We use the same data Shiller [10] uses, which now extend from 1872 to 1983. The dividend and price series thus refer to a large portfolio of commonly traded stocks.

The first decision that needs to be made regards the choice of the naive forecast of dividends, \( F_tD_{t+k} \). We let our naive forecast be completely myopic. That is, we set

\[
F_tD_{t+k} = D_{t-1}.
\]

(20)

Certainly such a myopic forecast is possible at any point in time: it does not require knowledge of parameters estimated over the entire sample. Recall that the naive forecast need not be efficient in any sense.

We can now compute \( P^* \) as in Equation (15) and \( P^0 \) by

\[
P^0_t = [\gamma/(1 - \gamma)]D_{t-1}.
\]

(21)

We can then compute the sample mean squared errors in Equation (10'). Table I presents the results for various values of the required rate of return, \( r \). Figure 2 displays the three time series for a required rate of return of six percent, which is approximately the average market return.

We find that our new inequalities are uniformly violated. Inequality (11') is tested by examining the first two columns. Contrary to the theory, the second column is uniformly greater than the first. That is, the naive forecast price \( P^0 \) is a better forecast of the perfect forecast price \( P^* \) than is the market price \( P \).

---

9 Although Flavin does discuss the magnitude of the biases in previous tests of excess volatility, she does not in fact use the finite sample distributions to compute significance levels. Instead, a simple version of a noncentral test is utilized (see footnote 4).
Table I

Unbiased Volatility Tests (Not Weighted)

<table>
<thead>
<tr>
<th>r (%)</th>
<th>E (P* - P*)^2</th>
<th>E (P* - P)^2</th>
<th>E (P - P*)^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>146</td>
<td>355</td>
<td>118</td>
</tr>
<tr>
<td>5</td>
<td>88</td>
<td>233</td>
<td>159</td>
</tr>
<tr>
<td>6</td>
<td>67</td>
<td>228</td>
<td>257</td>
</tr>
<tr>
<td>7</td>
<td>58</td>
<td>271</td>
<td>361</td>
</tr>
<tr>
<td>8</td>
<td>54</td>
<td>333</td>
<td>459</td>
</tr>
<tr>
<td>9</td>
<td>51</td>
<td>399</td>
<td>546</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>466</td>
<td>623</td>
</tr>
</tbody>
</table>

Figure 2. The Perfect Foresight Price ($P^*$), the Naive Forecast Price ($P^0$), and the Market Price ($P$) for the case $r = 6\%$.

Similarly, inequality (12') is violated for plausible values of $r$. Thus, the volatility of the market price around $P^0$ is greater than the volatility of the perfect foresight price around $P^0$.

Examination of the series discussed above shows an upward trend. While this fact does not cast doubt on the above statistics, it does suggest that the relevant random variables might exhibit heteroskedasticity. The variance of the error, $\nu$, may well grow through time. If so, undue weight may be accorded to recent experience. To correct for a possible inefficiency, we weight the errors by the inverse of the market price. The errors are thus similar to percent errors. It is straightforward to show that the proof of unbiasedness remains valid under this weighting. Given our particular sample, however, the weighting procedure makes the inequalities predicted by the theory especially likely to hold. The theory appears to perform worst during the 1960's and early 1970's, when the market
Table II
Unbiased Volatility Tests (Weighted)

<table>
<thead>
<tr>
<th>r (%)</th>
<th>$E (P^* - P^0)^2$</th>
<th>$E (P^* - P)^2$</th>
<th>$E (P - P^0)^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.387</td>
<td>0.840</td>
<td>0.176</td>
</tr>
<tr>
<td>5</td>
<td>0.221</td>
<td>0.336</td>
<td>0.081</td>
</tr>
<tr>
<td>6</td>
<td>0.139</td>
<td>0.156</td>
<td>0.090</td>
</tr>
<tr>
<td>7</td>
<td>0.095</td>
<td>0.109</td>
<td>0.132</td>
</tr>
<tr>
<td>8</td>
<td>0.070</td>
<td>0.116</td>
<td>0.182</td>
</tr>
<tr>
<td>9</td>
<td>0.055</td>
<td>0.146</td>
<td>0.233</td>
</tr>
<tr>
<td>10</td>
<td>0.046</td>
<td>0.186</td>
<td>0.281</td>
</tr>
</tbody>
</table>

price is dramatically higher than both $P^*$ and $P^0$; weighting by the inverse of the market price assigns relatively low weight to these observations.

Table II presents the weighted mean squared errors. The results are somewhat less dramatic. In particular, the inequality (12') is not violated for low values of the required rate of return. Nonetheless, the weighted statistics continue to indicate that inequality (11') is violated. Our naive forecast, $P^0$, is a better predictor of the perfect foresight price, $P^*$, than is the market price. Given that our naive forecast is extremely naive—dividends will never change—this result is surprising indeed.\(^{10}\)

In summary, while our unbiased volatility tests do not find evidence as striking as that Shiller reports, we do find evidence contradicting the model. In particular, the naive prediction that dividends will never change outperforms the market as a forecast of the present value of ex post dividends.

IV. Conclusions

The original volatility tests of Shiller and LeRoy and Porter suggested that a considerable part of movements in stock prices cannot be attributed to information about future dividends. Recent work points out a variety of problems with these tests. In this paper, we present new tests that are unbiased in small samples, that do not require any assumptions of stationarity, and that avoid the need for detrending. These tests continue to find that the model positing no expected profit opportunities and a constant discount rate appears not to account for movements in the stock market. In particular, the naive prediction that dividends will never change seems to outperform the market price as a forecast of the ex post rational price. In addition, the theory performs only slightly better when confronted with the prediction that the market price should fluctuate less around the naive forecast price than does the perfect foresight price: only when we choose weights in a way that favors acceptance is the inequality not violated.

A variety of hypotheses could explain our results. The question of statistical significance remains open. One possibility is that the null hypothesis of market

\(^{10}\) Figure 2 shows that the theory performs particularly poorly in the 1960’s. To see whether this fact is completely driving the results, we compute the test statistics ending in 1968, but still using January 1984 for the terminal price. This procedure also reduces the importance of the terminal price. The evidence we obtain, while somewhat less striking, again contradicts the model.
efficiency and a constant discount rate is correct, and that the violations of the inequalities predicted by the theory are not statistically significant.

It is also possible that observed stock market fluctuations are caused by changes in the discount rate. The discount rate could change either because of changes in the real interest rate or because of changes in the risk premium on equity. Shiller [11] reports mixed evidence on the question of whether changing discount rates could explain observed market fluctuations.

A final possibility is that the stock market simply does not accurately reflect underlying fundamentals. Shiller [12] argues that fads are an important cause of market movements. Summers [14] shows that the market could deviate substantially from fundamentals without the existence of discernible profit opportunities. If "animal spirits" are indeed an important force driving the market, then changes in the dividend-price ratio reflect neither news about future dividends nor changes in interest rates or in risk premiums.
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